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Preface

The 17th annual conference ITAT took place in Hotel Martinské hole, Slovakia, at an altitude of 1223 m, from 22 to 26 September 2017.

ITAT, meaning Information Technologies — Applications and Theory, is a place where young researchers, doctoral students and their teachers meet every year to present their results from the various fields of computer science. They come mainly from the Czech and Slovak republic, but the conference is open to participants from other countries as well. In addition to the professional program, much time is devoted to informal discussions, and above all to the formation and maintenance of friendly relations between scientists from the both countries. The Slovak mountains make a perfect background for that. The 2017 conference consisted of the main track and 3 workshops:

- CIDM (Computational Intelligence and Data Mining)
- SloNLP (Slovenskočeský NLP workshop)
- W3-ChaT (WWW-Challenges and Trends)

All the 37 submitted papers were reviewed by two or more independent reviewers. The proceedings contain 34 scientific papers and abstracts of four invited talks:

Jiří Hana (Geneea): Text Generation in Natural Languages
Antoni Ligęza (AGH University of Science and Technology in Kraków, Poland): Rules, Causality and Constraints. Model-Based Reasoning and Structural Knowledge Discovery
Ostap Okhrin (Dresden University of Technology, Germany): Estimations of the Hierarchical Archimedean Copula
Lubomír Soukup (ÚTIA): How Accurate Are Digital Maps?

The conference was organized by Institute of Computer Science, The Faculty of Natural Sciences, P. J. Šafárik University, Košice, University of Žilina, Institute of Computer Science, The Academy of Sciences of the Czech Republic, Prague, The Faculty of Mathematics and Physics, Charles University, Prague Slovenská spoločnosť pre umelú inteligenciu (Slovak society for artificial intelligence). I would like to thank all organizers led by the conference spirit Peter Gurský, also to workshop organizers, program committee members, all anonymous referees, the invited speakers and authors of the submitted papers for contributing to the scientific program of ITAT 2017. Special thanks belong to our sponsor Profinit (http://www.profinit.eu/).
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Generování textu v přirozeném jazyce

Jiří Hana
Ústav formální a aplikované lingvistiky MFF UK, Malostranské nám. 2/25, 118 00 Praha 1
Jiri.Hana@mff.cuni.cz,
WWW home page: http://ufal.mff.cuni.cz/ hana/


Jiří Hana má zkušenosti jak z firemního, tak z univerzitního prostředí. Vystudoval informatiku na Matematicko-fyzikální fakultě UK a lingvistiku na Ohio State University. V USA strávil téměř 10 let. Mezi jeho zájmy patří morfologie, příklonky a jazyk cizinců. Je výzkumným pracovníkem na Ústavu formální a aplikované lingvistiky MFF UK a spoluzakladatelem společnosti Geneea Analytics, startupu vyvíjejícího systémy pro analýzu a generování textu.
Abstract: Data Mining techniques are widely applied to build models in the form of rules, decision tress or graphs. Some most successful techniques include algorithms for decision tree induction (with ID3, C4.5, C5.0 being the most prominent examples), frequent pattern mining (e.g. the Apriori algorithm for association rules mining) or Directed Acyclic Graphs for causal probabilistic modeling (the Bayesian Networks). In the domain of Fuzzy Sets there are approaches covering the experimental data (e.g. the Hao-Wang algorithm). Some more mathematically advanced tools incorporate Rough Sets Theory, Granular Sets, or approximation tools.

Such techniques, although useful in practice, are limited to discover the shallow knowledge only. They are based on efficient grouping techniques, relative frequency, or estimated probabilistic distributions. In general, they quite often answer the question “how does the system behave?” in terms of input-output relation, but unfortunately do not explain “why the systems behaves in a specific way” — with reference to its internal structure and components.

In contrast to widely explored popular Data Mining tools and techniques, the presentation is focused on investigating the phenomenon of causality and exploration of the paradigm of Model-Based Reasoning. An attempt is made to describe the idea of causal rules and functional dependencies on strictly logical background. The main focus is on modeling and discovering deep, causal knowledge, including the internal structure and components behavior of analyzed systems. Such a deep causal knowledge allows for different modes of Model-based Reasoning: deduction can be used to model expected system behavior, abduction can be used for analysis and diagnostic reasoning, and consistency-based reasoning can be used for structure discovery. As a tool we employ Constraint Programming. It seems that the presented approach can contribute to an interesting extension of the current Machine Learning capabilities.

Antoni Ligeza graduated from Faculty of Electrical Engineering, Automatics and Electronics (present: Faculty of Electrical Engineering, Automatics, Informatics and Electronics, EAIIIE), AGH – University of Science and Technology in Cracow, Poland; received M.Sc. in electronics/automatic control in 1980. After completing Doctors Studies he received his Ph.D. degree in computer science (1983), and the habilitation (docent degree; pol-
Estimations of the Hierarchical Archimedean Copula

Ostap Okhrin

Dresden University of Technology, Germany
ostap.okhrin@tu-dresden.de.
WWW home page: https://tu-dresden.de/bu/verkehr/ivw/osv/die-professur/inhaber-in

Abstract: We discuss several estimators, of the hierarchical Archimedean copulas. In one, we propose the estimation of parametric hierarchical Archimedean copula while imposing an implicit penalty on its structure. Asymptotic properties of this sparse estimator are derived and issues relevant for the implementation of the estimation procedure are discussed. In the other method we propose the estimator, that uses cluster algorithm in order to obtain the structure and the parameters. Third method is based on the maximum likelihood technique. This talk is based on the several papers together with Y. Okhrin, W. Schmid, A. Ristig, A. Tetereva.

Ostap Okhrin (born 1984) studied mathematics (B.Sc. in 2004) and statistics (M.Sc. in 2005) at the Ivan Franko National University in Lviv, Ukraine. In 2008 he defended his PhD thesis at the Europa Universität Viadrina in Frankfurt (Oder) and was appointed as the Assistant Professor at the Humboldt-Universität zu Berlin. Prior his appointment at the TU Dresden he was an Associate Professor at the Humboldt-Universität zu Berlin (2014-2015). Since 2011 he made research stays at different international universities, f.e. SWUFE (Chengdu, China), Vienna University (Austria), Princeton University (USA), University of Chicago (USA), Michigan University (USA). Ostap Okhrin is in the editorial boards of four international Journals as well as author of articles in journals as Journal of the American Statistical Association, Journal of Econometrics, Econometric Theory, etc. He specialized in the multivariate distributions esp. copulas, their properties and applications in various fields from weather, over insurance to high-frequency data.
Jak jsou přesné digitální mapy?

Lubomír Soukup

Ústav teorie informace a automatizace, AV ČR, Pod Vodárenskou věží 4, 182 08 Praha 8
soukup@utia.cas.cz,
WWW home page: http://www.utia.cas.cz/cs/people/soukup

Abstract: Na přednášce bude představena metodika tvorby digitálních map sestavených z různých datových zdrojů. Pozornost bude věnována polohové přesnosti digitálních map, která je významná zejména při porovnávání obsahu starých map se současnými mapami. Poukážeme přitom na souvislost se zpracováním digitálních obrazů i na specifika zpracování starých map a glóbu.

Are Annotators’ Word-Sense-Disambiguation Decisions Affected by Textual Entailment between Lexicon Glosses?

Silvie Cinková, Anna Vernerová
Charles University, Faculty of Mathematics and Physics
Institute of Formal and Applied Linguistics
Malostranské náměstí 25
118 00 Praha 1
Czech Republic
ufal.mff.cuni.cz
{cinkova,vernerova}@ufal.mff.cuni.cz

Abstract: We describe an annotation experiment combining topics from lexicography and Word Sense Disambiguation. It involves a lexicon (Pattern Dictionary of English Verbs, PDEV), an existing data set (VPS-GradeUp), and an unpublished data set (RTE in PDEV Implicatures). The aim of the experiment was twofold: a pilot annotation of Recognizing Textual Entailment (RTE) on PDEV implicatures (lexicon glosses) on the one hand, and, on the other hand, an analysis of the effect of Textual Entailment between lexicon glosses on annotators’ Word-Sense-Disambiguation decisions, compared to other predictors, such as finiteness of the target verb, the explicit presence of its relevant arguments, and the semantic distance between corresponding syntactic arguments in two different patterns (dictionary senses).

1 Introduction

A substantial proportion of verbs are perceived as highly polysemous. Their senses are both difficult to determine when building a lexicon entry and to distinguish in context when performing Word Sense Disambiguation (WSD). To tackle the polysemy of verbs, diverse lexicon designs and annotation procedures have been deployed. One alternative way to classic verb senses (e.g. to blush - to redden, as from embarrassment or shame) is usage patterns coined in the Pattern Dictionary of English Verbs (PDEV) [9], which will be explained in Section 2.2. Previous studies [3], [4] have shown that PDEV represents a valuable lexical resource for WSD, in that annotators reach good interannotator agreement despite the semantically fine-grained microstructure of PDEV. This paper focuses on cases challenging the interannotator agreement in WSD and considers the contribution of textual entailment (Section 2.3) to interannotator confusion.

We draw on a data set based on PDEV and annotated with graded decisions (cf. Section 2.4) to investigate features suspected of blurring distinctions between the patterns [1]. We have been preliminarily considering features related to language usage independently of the lexicon design, such as finiteness and argument opacity of the target verb on the one hand, and those related to the lexicographical design of PDEV, such as semantic relations between implicatures within a lemma or denotative similarity of the verb arguments, on the other hand (see Section 3 for definitions and examples).

We confirm a significant positive association between rivalry in paired colempats and textual entailment between their implicatures.

2 Related Work

2.1 Word Sense Disambiguation

Word Sense Disambiguation (WSD)[18] is a traditional machine-learning task in NLP. It draws on the assumption that each word can be described by a set of word senses in a reference lexicon and hence each occurrence of a word in a given context can be assigned a word sense. Bulks of texts have been manually annotated with word senses to provide training data. Nevertheless, the extensive experience from many such projects has revealed that even humans themselves do not do particularly well interpreting word meaning in terms of lexicon senses, despite specialized lexicons designed entirely for this task: the English WordNet [8], PropBank [14], and OntoNotes

KWIC = key word in context: a corpus line containing a match to a particular corpus query
Word Senses [12], to name but a few. Although the annotators, usually language experts, have neither comprehension problems nor are they unfamiliar with using lexicons, their interannotator agreement has been notoriously low. This in turn makes the training data unreliable as well as the evaluation of WSD systems harder.

Attempts have been made to increase the interannotator agreement by testing each entry on annotators while designing the lexicon [12], as well as word senses were clustered post hoc on the other hand (e.g. [17]), but even lexicographers have been skeptical about lexicons with hard-wired word senses for NLP ([13, 15]).

2.2 Pattern Dictionary of English Verbs (PDEV)

The reasoning behind PDEV is that a verb has no meaning in isolation; instead of word senses, it has a meaning potential, whose diverse components and their combinations are activated by different contexts. To capture the meaning potential of a verb, the PDEV lexicographer manually clusters random KWICs into a set of prototypical usage patterns, considering both their semantic and morphosyntactic similarity. Each PDEV pattern contains a pattern definition (a finite clause template where important syntactic slots are labeled with semantic types) and an implication to explain or paraphrase its meaning, which also is a finite clause (Fig. 1). The PDEV implication corresponds to gloss or definition in traditional dictionaries.

The semantic types (e.g. Human, Institution, Rule, Process, State_of_Affairs) are the most typical syntactic slot fillers, although the slots can also contain a set of collocates (a lexical set) and semantic roles complementary to semantic types. The semantic types come from an approximately 250-item shallow ontology associated with PDEV and drawing on the Brandeis Semantic Ontology (BSO), [19]. The notion of semantic types, lexical sets, and semantic roles (altogether dubbed semlabels) is, in this paper, particularly relevant for Section 3.5.

2.3 Recognizing Textual Entailment (RTE)

Recognizing Textual Entailment (RTE) is a computational-linguistic discipline coined by Dagan et al. [5]. The task of RTE is to determine, “given two text fragments, whether the meaning of one text can be inferred (entailed) from another text. More concretely, the applied notion of textual entailment is defined as a directional relationship between pairs of text expressions, denoted by T the entailing ‘text’ and by H the entailed ‘hypothesis’.

So, for instance, the text Norway’s most famous painting, ‘The Scream’ by Edvard Munch, was recovered yesterday, almost three months after it was stolen from an Oslo museum entails the hypothesis Edvard Munch painted ‘The Scream’ [5].

2.4 Graded Decisions on Verb Usage Patterns: VPS-GradeUp

The VPS-GradeUp data set draws on Erk’s experiments with paraphrases (USim)[7]. VPS-GradeUp consists of both graded-decision and classic-WSD annotation of 29 randomly selected PDEV lemmas: seal, sail, distinguish, adjust, cancel, need, approve, conceive, act, pack, embrace, see, abolish, advance, cure, plan, manage, execute, answer, bid, point, cultivate, praise, talk, urge, last, hire, prescribe, and murder. Each lemma comes with 50 KWICs processed by three annotators in parallel.

In the graded-decision part, the annotators judged each pattern for how well it described a given KWIC, on a Likert scale. In the WSD part, each KWIC was assigned one best-matching pattern. The entire data set contains WSD judgments on 1,450 KWICs, corresponding to 11,400 graded decisions (50 sentences × 29 lemmas × sum of patterns). A more detailed description of VPS-GradeUp is given by Baisa et al.[1].

Fig. 2 shows a VPS-GradeUp sample of three KWICs of the verb abolish (see Fig. 1 to refer to the lexicon entry). Columns 1, 2, and 3 identify the pattern ID, lemma, and sentence ID, respectively. Columns 4-6 and 7-9 contain the graded and WSD decisions by the three annotators, respectively. Column 10 contains the annotated KWIC, which for Sentence 1 reads: President Mitterrand said yesterday that the existence of two sovereign German states

---
could not be ‘ABOLISHED at a stroke’. On the third table row, Pattern 3 was judged as maximally appropriate by Annotator 1 and 2; Annotator 3 gave one point less. In the WSD part, Annotator 1 voted for Pattern 2, while Annotators 2 and 3 preferred Pattern 3.

3 Important Concepts

3.1 Lempats and Colempats

To begin with, we introduce the concept of lempats and colempats. The lemma-pattern combination, as represented by Columns 1 and 2 in Fig. 2, is called lempat. All lempats sharing a common lemma are called colempats. That is, the table presents the colempats abolish_1, abolish_2, and abolish_3 and their three annotator judgments on the sentences 1.1, 2.1, and 3.1. A pair of patterns, such as abolish_3 and cancel_1, are also two lempats which we could compare, but they are not colempats, because each belongs to a different lemma (abolish vs. cancel).

Fig. 2, Columns 4-6, shows that, on Sentence 1.1, the annotators disagree in their WSD judgments (Annotator 2 and 3 voted for Pattern 3, but Annotator 1 preferred Pattern 2). This is probably caused by the fact that Annotators 1 and 2 had also regarded Pattern 2 as somewhat appropriate (Row 2). Interestingly, Annotator 1 even considered Pattern 1 maximally appropriate for the given KWIC, unlike the others, but eventually did neither vote for this pattern nor for Pattern 3. As with all manual annotations, human error cannot be a priori dismissed, but even the oddest judgments mostly turn out to come with a plausible explanation.

How do then the graded decisions map on the WSD judgments, if they do at all? To perform quantitative observations of how much two patterns compete in the WSD annotation, we needed a measure of appropriateness of a given pattern for a given KWIC across all annotators (see Section 3.2), along with yet another measure to tell which two patterns were the most serious competitors (rivalry, see Section 3.3).

Having a lempat, we need to measure its appropriateness for a given KWIC. To be able to examine the mapping between the graded decisions and the WSD annotation, we observe rivalry within each possible pair of colempats for a given KWIC.

3.2 Appropriateness

The appropriateness of a pattern for a given KWIC line is based on the triple of graded annotation judgments, conflating their sum and standard deviation in this formula:

$$\text{ Appropriateness } = \sum x - sd(x)/3.5$$

The function returns values ranging from 3 to 21. These are all possible sums of judgments by three annotators on 7-point Likert scales: as a minimum and maximum, a pattern can obtain 1 and 7 from each annotator, respectively. The 3.5 coefficient is roughly the maximum standard deviation (sd) possible with three judgments ranging from 1 to 7. Compared to mean or median, appropriateness discounts triples with higher dispersion. We made no effort to generalize this measure beyond the specific setup of this particular experiment with 7-point Likert scales and three annotators, and therefore the x value must be a natural number ranging from 1 to 7 and the sum must be the sum of exactly 3 such x.

Fig. 3 shows the shape of the curve. The x-axis contains all possible combinations of 1–7 triples with replacement, sorted in ascending order according to their corresponding appropriateness value. The curve is designed to reflect the opinion strength by steepness: the extreme positions indicate stronger opinions than central scale positions. Therefore the dispersion of the judgments affects appropriateness more strongly at both ends of the scale than around its center.

3.3 Rivalry

To compare the competition between PDEV pairs of patterns, we have introduced rivalry. Rivalry always concerns the appropriateness rates for a pair of patterns of one lemma (colempats), being computed for all pairs. Rivalry increases with the appropriateness of each colempat and with decreasing difference between the appropriateness values in the given colempat pair: the higher the rivalry, the more the two patterns compete for becoming selected.
as the best match in the WSD annotation. The rivalry
function is simple:
\[
Rivalry = \max (appr_{pair}) - (\max (appr_{pair}) - \min (appr_{pair})) = \min (appr_{pair}).
\]

Under \(appr_{pair}\), we understand the two computed appropriateness values of patterns in a colempat pair: \(\max (appr)\) and \(\min (appr)\). They represent the higher and the lower appropriateness, respectively. Hence, rivalry is defined as the difference between the higher appropriateness value and the difference between that and the lower appropriateness value, which boils down to the lower appropriateness. The idea behind rivalry is that, given the nature of the WSD annotation task, we are interested in colempats competing at the positive rather than at the negative end of the scale.

It is to be emphasized that rivalry is always computed on a given KWIC. Hence we cannot immediately tell e.g. the rivalry between \(abandon_1\) and \(abandon_3\) in general, but we get one rivalry value of this colempat pair for each of the 50 KWICs.

Measuring rivalry is interesting, even though we have not yet abstracted from individual KWICs; it enables us to identify cases of pattern overlap for further analysis of both the design of the patterns and of contextual features in the KWICs affected.

3.4 Corresponding Synslots

As Fig. 1 shows, the syntactic slot fillers of the target verb in the pattern definition are described by semantic labels (henceforth \(semlabels\)). Each syntactic slot (henceforth \(synslot\)) also has a syntactic function in the clause: \(subject, object, adverbial, or complement\). When observing synslots across a pair of colempats, we check whether a synslot with a particular syntactic function (e.g. object) is present in both colempats in the pair. When this is the case, these two synslots are called \(corresponding\) \(synslots\).

3.5 Semantic Distance between Corresponding Synslots

In a past experiment, we measured how the rivalry is impacted by the extent to which the sets of synslot fillers in a colempat pair are cognitively similar. We observed a statistically significant (yet weak) positive association. The synslot fillers were represented by the semlabels. To obtain their semantic similarity, we first built a corpus of pattern definitions and implicatures from the entire PDEV. The synslots were represented by the semlabels. To obtain their semantic similarity, we first built a corpus of pattern definitions and implicatures from the entire PDEV. Then we fed this corpus to a neural network, which created a vector representation for each word.\(^3\) We defined

\(3^{text2vec}\) \([22]\) – an implementation of the \(word2vec\) \([16]\) neural network for R. The original task on which the neural network was trained was guessing context around each word. Its practical use draws on the so-called Distributional Hypothesis\([10]\), according to which words with similar context distribution are more semantically related than those with dissimilar context distribution. The network creates a vector representation of each word, with the dimensions of each word vector being the other words. The similarity of two vectors reflects the distributional (and hence semantic) similarity of two words.

3.6 Verb Finiteness

\(Finiteness\) is a morphosyntactic category associated with verbs. Virtually all verbs appear in finite as well as infinite forms when used in context. A finite verb form is such a verb form that expresses person and number. Languages differ in whether these categories are expressed morphologically (e.g. by affixes or stem vowel changes) or syntactically (obligatorily complemented with a noun/pronoun expressing these categories explicitly). Finite forms are typically all indicative and conditional forms, as well as some imperative forms, e.g. \(reads, are\ reading, (they) \ read, čtu, čtěte, chtěl\ by, gehst, allons\!). Infinite forms are infinitives (\(to\ read, to\ have\ read, to be\ heard, to\ have been\ heard\) and participles along with gerunds and supines (\(reading, known, deleted, försvunnt\)). The grammars of many languages know diverse other finite as well as infinite verb forms. Infinite forms typically allow more argument omissions than finite forms: \(to\ go\ to\ town\ vs. \*went\ to\ town\) (incorrect). This suggests that descriptions of events rendered by infinite verb forms may be more vague, and, in terms of annotation, more prone to match several different patterns/senses at the same time. Verb finiteness is easy to determine, and therefore it was only annotated by one annotator in our data set.

3.7 Argument Opacity

\(Argument opacity\) typically, but not necessarily, relates to verb finiteness. By argument opacity we mean how many arguments relevant for disambiguation of the target verb are either omitted in the context (e.g. subject in infinitive) or ambiguous or vague. Ambiguous and vague arguments are often arguments expressed by personal pronouns that refer to entities mentioned distantly from the target verb, sometimes even not directly, but by longer chains of pronouns (so-called \(coreference\) or \(anaphora\) \(chains\)), or arguments expressed by indefinite or negative pronouns. Some examples of opaque verb contexts follow:

\begin{quote}
The Greater London Council was \(ABOLISHED\) in 1986. (Who abolished it?)
\end{quote}

\begin{quote}
The company’s ability to adapt to new opportunities and capitalize on them depends on its capacity to share information and involve everyone in the organization in a systemwide search for ways to improve, \(ADJUST,\ adapt,\ and\ upgrade\). (Who exactly adjusts what?)
\end{quote}
4 Textual Entailment Annotation

4.1 Annotation Procedure

Three annotators\(^6\) obtained paired implicatures of colempat pairs of each target verb and judged whether one entailed the other (specifying the direction), or whether the entailment is bidirectional or absent (cf. Section 2.3). The definition of entailment used here is based on the conception of textual entailment coined by Dagan et al. (cf. RTE, [6]). For the purposes of this paper, we collapsed the annotation into entailment presence-absence judgments.

4.2 Annotation Results

The three annotators processed 1,091 implicature pairs (both implicatures always belonged to the same lemma). The annotators were allowed to see the entire entry including example sentences, but they were told to focus on the implicatures. Their pairwise percentual agreement scores were 73.8, 74.6, and 83.3. Fleiss’ kappa was moderate: 0.41. While RTE annotations usually reach 0.6 desired for semantic annotations, our worse result is understandable: the PDEV implicatures are much more abstract and hence more vague than regular text, since the arguments of the target verb are described by ontology labels. See an example of two pattern implicatures of the verb *seal*:

- **Implicature**: Human covers the surface of Artifact with Stuff.
- **Pattern**: Human *acts* Container.

We merged the three annotations by taking the means of “yes” and “no” judgments replaced with 1 and 0, respectively. With this setup, the judgments could acquire only four values: 0, 0.33, 0.66, and 1. We treated them as values of a categorical ordinal variable.

Fig. 4 shows the annotation results for each lemma. To facilitate the reading, we displayed the judgments as the number of annotator votes in favor of entailment. The proportions are compared to the verb *see*, with its 192 colempat pairs. The annotator disagreement is represented by 1 and 2 votes. In terms of proportions within the given lemma, the most problematic verbs were the small\(^7\) verbs *abolish, cancel, hire, and praise*, along with the large verbs *act, point, and talk*.

A typical colempat pair with full agreement on no implication entailment is e.g. *act_1* - *act_12*. The example also includes the pattern definition for better understanding:

- **Pattern**: Phrasal verb. Human *acts* Event or Human Role or Emotion *out*.
- **Implicature**: Human performs Role, not necessarily sincerely, or behaves as if feeling Emotion.

Although both these events have something to do with behavior, we can neither normally assume that someone who acts their emotions out is necessarily behaving according to their age, nor the other way round. Thus we observe no implicature entailment relation between these two colempats.

A typical colempat pair with full agreement on implicature entailment is e.g. *act_1-9*. This example also illustrates that entailment does not require synonymy. The second implication entails the first; that is, when an actor performs a character on theater, they are – normally – pursuing a motivated action by pretending to be a particular character for their audience.

- **Pattern**: Human or Institution or Animal or Machine *acts*
- **Implicature**: Human or Institution or Animal or Machine = Agent performs a motivated Action

However, the general nature of the implicatures makes the entailment annotation difficult. Below follows an example where one annotator voted against the entailment, the *act_1* - *act_11* pair. The *act_1* colempat is listed in the previous example. Here follows the *act_11* colempat:

- **Pattern**: Phrasal verb. Human *acts up*.
- **Implicature**: Human behaves badly. Human is typically a naughty child.

The annotators clearly disagree on whether bad behavior is normally perceived as a motivated action. They were instructed to focus only on the implicature. At the same time, they were allowed to see the entire entry. Most likely with this entry, two annotators were influenced by the very verb *act up*. The verb *act up* suggests a motivated action (e.g. start screaming to attract attention, this being perceived as bad manners in the given situation). The plain implicature leaves leeway for considering non-motivated actions (can very young infants act consiously?) or non-actions perceived as bad behavior (even a child can behave badly by *not* acting e.g. to someone’s help).

The reasons for annotator disagreements are very diverse, including obvious annotation errors, and their expert analysis is often subjective. We show a case from still the same verb, *act_1* - *act_12*. See *act_1* above again, *act_12* follows:

---

\(^6\)linguists familiar with PDEV as well as with RTE, professional but non-native English speakers

\(^7\)i.e. with a small number of colempat pairs
Figure 4: Proportional distribution of entailment judgments in individual lemmas, relating to the verb *see*, which has 190 possible colempat pairs.

**Pattern:** Phrasal verb. Machine *acts up.*

**Implicature:** Machine fails to function correctly.

Here, the pro-entailment decision by two annotators was most likely motivated by the fact that *act*_1 specifies *Machine* as *Agent* and lets it perform a *motivated* action. Then, naturally, even malfunction can be a motivated action. The remaining annotator, on the other hand, did not accept malfunction as a motivated action.

Often the uncertainty lies in the interpretation of the semantic types. For instance, *hire*_1-2 differ in the object of hiring. In the first colempat it is *Human* or *Institution*, whose services are obtained for payment. In the second colempat it is a *Physical Object*, which is used for an agreed period of time against payment. In real life, this corresponds to e.g. hiring a gardener to take care of a garden vs. hiring an apartment. Such two events naturally do not entail each other in any way. However, the general wording of implicatures allows one annotator to regard the use of a *Physical Object* against payment as a service provided by a *Human* or *Institution*. Consider e.g. Mary hires John to let her live in an apartment that belongs to him.

5 Association between Implicature Entailment and Rivalry

5.1 Linear Model with Rivalry Abstracted from Individual KWICs

While the textual entailment is observed between two colempat implicatures independently of their instances in corpus evidence, rivalry is always associated with both the given pair of colempats and the KWIC, with respect to which their appropriateness was judged (cf. Section 3.3). We had 50 rivalry scores for each colempat pair, since the VPS-GradeUp annotators were judging the appropriateness of each pattern for each of the 50 KWICs per lemma.
For each colempat pair we selected the KWIC on which their rivalry was highest.

To examine the association between the textual entailment between implicatures and rivalry between colempats, we built this linear regression model using the lm() function in base R [20].

\[
\text{lm(formula = abs_rivalry ~ factor(numMeans), data = all_entailment)}
\]

Residuals:
\[
\text{Min} \quad \text{1Q} \quad \text{Median} \quad 3Q \quad \text{Max}
\]
\[
-0.17193 \quad -0.02510 \quad -0.01854 \quad 0.01936 \quad 0.38500
\]

Coefficients:
\[
\begin{align*}
\text{Estimate} & \quad \text{Std. Error} \quad \text{t-value} \quad \text{Pr} (>|t|) \\
(\text{Intercept}) & \quad 0.167961 \quad 0.002754 \quad 60.984 \quad <2e-16 \quad \text{***}
\quad \text{numMeans0.3} & \quad 0.04712 \quad 0.005380 \quad 7.753 \quad 2.05e-14 \quad \text{***}
\quad \text{numMeans0.6} & \quad 0.084065 \quad 0.006107 \quad 13.765 \quad <2e-16 \quad \text{***}
\quad \text{numMeans1} & \quad 0.155577 \quad 0.07134 \quad 21.806 \quad <2e-16 \quad \text{***}
\end{align*}
\]

Signif. codes:
\[
0 \quad \text{***} \quad 0.001 \quad \text{**} \quad 0.01 \quad \text{*} \quad 0.05 \quad . \quad 0.1 \quad 1
\]

Residual standard error: 0.06808 on 1087 degrees of freedom
Multiple R-squared: 0.3462, Adjusted R-squared: 0.3452
F-statistic: 193.4 on 3 and 1087 DF, p-value: < 2.2e-16

According to the Adjusted R-squared, it explains approximately 35% of the variance of rivalry. This means that entailment is quite a strong predictor. Apart from that, the individual coefficient values in the model nicely confirm our assumption that entailment causes rivalry increase: One vote for entailment (i.e., value 0.3) increases the rivalry coefficient by 0.04, two votes increase it by 0.08, and three votes increase it by 0.15. Their individual standard errors are one decimal point smaller than the coefficients themselves, which means that they would not overlap; that is, every single entailment vote matters. The model is highly significant, and so are all levels of the entailment values (p-value always much smaller than 0.05). This, along with the randomness of lemma selection, means that we can expect the results to be similar with other equally annotated verbs.

### 5.2 Linear Model with Rivalry on All KWICs

We ran the same experiment also without abstracting from the KWICs. The model is still highly significant, but extremely weak (explaining about 20% of the rivalry variation). This is because this time we also included observations with the same entailment conditions but lower rivalry. This way we introduced KWICs where the positive effect of entailment can have been overcome by the negative effect of other predictor values, which we have not included into the model.

\[
\text{lm(formula = rivalry ~ factor(entail_numMeans), data = wvlyv)}
\]

Residuals:
\[
\text{Min} \quad \text{1Q} \quad \text{Median} \quad 3Q \quad \text{Max}
\]
\[
-3.8233 \quad -0.8442 \quad -0.5540 \quad 0.2811 \quad 15.1558
\]

| Estimates | Std. error | t-value | Pr(>|t|) |
|-----------|------------|---------|---------|
| (Intercept) | 3.55396 | 0.01149 | 309.38 < 2e-16 *** |
| factor(numMeans0.3) | 1.20615 | 0.02244 | 53.74 < 2e-16 *** |
| factor(numMeans0.6) | 1.12526 | 0.02547 | 44.17 < 2e-16 *** |
| factor(numMeans1) | 3.26938 | 0.02976 | 109.84 < 2e-16 *** |

### 6 Discussion

We have observed a statistically significant positive effect of textual entailment of colempat implicatures on the rivalry between colempats in PDEV. It is evidently not the only cause of increasing rivalry, as shown by the weakness of the model, but has the strongest effect. The implicature is the part of patterns that corresponds to classic word senses in traditional lexicons. This suggests that the traditional conception of word senses as semantic definitions rather than usage definitions is very useful in sense distinction, whenever annotators agree. On the other hand, like with traditional word senses, the interannotator agreement is low. Like traditional word senses shaped as lexicon glosses/definitions, the implicatures are too abstract to bode well for interannotator agreement. The issue persists even when the annotation task is set up as an RTE task rather than recognizing synonymy and mutual exclusivity (according to which traditional WSD annotation decisions are taken)\(^8\).

Apart from the textual entailment, we have been preliminarily examining other features suspect of increasing rivalry, such as the explicit presence/absence of relevant arguments (argument opacity, Section 3.7), semantic distance between labels used in corresponding syntactic positions within a colempat pair (based on text2vec [22]), and finiteness of the target verb in the KWICs (Section 3.6). A statistically significant linear model predicting rivalry finds all these predictors significant (Fig. 5).

However, the textual entailment turns out to be most effective rivalry increaser, raising each rivalry unit by 2.55 (to the extent we can believe averaged human judgments on implication). Interestingly, verb finiteness (promising more explicit contexts) does not help distinguish between patterns but in fact **increases** rivalry (i.e., blurs distinctions between colempats). Considering the argument opacity, opaque object is the most rivalry increasing predictor from the opacity family (coeff. 1.42). We have also been considering the factuality\(^9\) of the events described by the target.

---

\(^8\) The RTE annotation task would possibly benefit from graded annotation by many annotators like word-similarity/relatedness experiments, e.g., [11].

\(^9\) [21]
Figure 5: A linear model predicting rivalry from semantic distance, verb finiteness, argument opacity and textual entailment.

get predicates (for which we have used verb finiteness here as a primitive proxy), but a pilot annotation has yielded poor interannotator agreement, making results based on such data even more speculative than those of textual entailment between colemapt implicatures, so we have not included it in the model.

All the aforementioned predictors are apparently not general enough to beat the effects of individual lemmas: most lemmas are significant, have high coefficients, and increase the predictive power of the model in Fig. 6; cf. R-squared in both models: despite efforts to find universal linguistic features, each verb appears to remain a little universe in its own right.

7 Conclusion

We have confirmed that textual entailment between colemapt implicatures increases rivalry between these colemaps. We also see that the more the annotators agree on the presence of entailment, the stronger its effect is: it grows with each annotator vote to even double when all three annotators agree, compared to two annotators.
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Call:

lm(formula = rivalry ~ w2vec_hsdrff_Sum + z_finite + z_args.opaque + entail_mean + lemmas, data = rival)

Residuals:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>1Q</td>
<td>Median</td>
<td>3Q</td>
</tr>
<tr>
<td>-59</td>
<td>380</td>
<td>-0.7319</td>
<td>-0.1572</td>
</tr>
</tbody>
</table>

Coefficients:

(Intercept) 73522017 0.1532486 < 2.00E-16 ***
w2vec_hsdrff_Sum -0.0003296 0.0011026 -0.299 0.7650
z_finite 0.1455412 0.0161223 < 2.00E-16 ***
z_args.opaque 0.5009538 0.2156543 < 2.00E-16 ***
z_args.opaqueobj 0.2547546 0.3372427 0.755 0.4500
z_args.opaquesubj 0.0532390 0.0217931 < 2.00E-16 ***
entail_mean 1.8818343 0.0217515 < 2.00E-16 ***
lemmasact -3.7824581 0.0217931 2.443 0.0146 *
lemmasadjust -2.7990281 0.1619012 -25 007 < 2.00E-16 ***
lemmasadvance -4.2765385 0.1508514 -28 213 < 2.00E-16 ***
lemmasanwer -4.2405515 0.1508514 -28 111 < 2.00E-16 ***
lemmasapprove -3.1989511 0.1621358 -19 728 < 2.00E-16 ***
lemmasbid -3.9932011 0.1583548 -25 007 < 2.00E-16 ***
lemmascancel -2.8219473 0.1583548 -17 405 < 2.00E-16 ***
lemmasconceive -2.2675897 0.1583548 -14 320 < 2.00E-16 ***
lemmascultivate -2.7869641 0.186034 -15 346 < 2.00E-16 ***
lemmascurricular -3.4552304 0.1688616 -22 712 < 2.00E-16 ***
lemmasdistinguish -2.9855282 0.1584611 -18 890 < 2.00E-16 ***
lemmasembrace -3.394366 0.1624320 -20 898 < 2.00E-16 ***
lemmasexecute -2.2898572 0.1686455 -13 578 < 2.00E-16 ***
lemmasexecute -3.4752011 0.1621358 -19 728 < 2.00E-16 ***
lemmasfast -1.2512805 0.1686455 -5 953 2.65e-09 **
lemmasmanage -2.9204488 0.1583548 -19 073 < 2.00E-16 ***
lemmasmurder -3.5778433 0.1583548 -17 024 < 2.00E-16 ***
lemmasplan -1.7058389 0.1817877 -9 834 < 2.00E-16 ***
lemmaspoint -3.286532 0.1512721 -21 726 < 2.00E-16 ***
lemmaspraise -0.2847921 0.2091486 -1 362 0.1733
lemmasprescribe -0.2308621 0.2091486 -1 138 0.2551
lemmasreplay -1.8942963 0.1567161 -12 087 < 2.00E-16 ***
lemmasseal -3.8569221 0.1581222 -24 384 < 2.00E-16 ***
lemasservice -4.3824168 0.1498710 -29 241 < 2.00E-16 ***
lemmasstall -3.7339660 0.1502380 -24 854 < 2.00E-16 ***
lemmasurge -0.8541827 0.1623112 -5 263 1.43e-07 ***

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.809 on 54503 degrees of freedom
Multiple R-squared:  0.3497,  Adjusted R-squared:  0.3493
F-statistic: 862.2 on 34 and 54503 DF,  p-value: < 2.2e-16

Figure 6: Linear model enriched with lemmas as predictors
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Abstract: Natural languages are typically characterized by a large area where grammar and lexicon overlap. Complex predicates with light verbs represent a typical language phenomenon at the lexicon-grammar interface. Their theoretically adequate representation thus requires a close interplay between the lexicon and the grammar. In this paper, we introduce a formal model for the lexicographic description of Czech complex predicates of the given type. The central type of Czech complex predicates are composed of light verbs and predicative nouns. We demonstrate that although their syntactic structure formation is highly complex, it still exhibits enough regularity to be captured by formal rules.

1 Motivation

Complex predicates with light verbs (CPs) consist of two syntactic units, a light verb (LV) and a predicative noun (PN) (or, sporadically, a predicative adjective or adverb); this verb-noun pair forms a single predicative unit, as for example dát radu ‘give advice’, dostat rozkaz ‘get an order’, mít radost ‘be happy’ (lit. have joy), or uzavřít dohodu ‘make an agreement’. Due to their complex characteristics, CPs prove to be challenging for syntactic theories as well as for natural language processing tasks.

Complex predicates with light verbs are characterized by a discrepancy in their syntax and semantics [1]: whereas the meaning of a CP is primarily expressed by the predicative noun, forming thus the semantic core of the CP, it is the semantically impoverished light verb which serves as the syntactic center of a sentence. We can exemplify this discrepancy on the CP uzavřít dohodu ‘make an agreement’, as used in (1). This CP is semantically characterized by three participants, namely ‘Party_1’ (Francie ‘France’), ‘Party_2’ (Německo ‘Germany’), and ‘Obligation’ (neútočení ‘non-aggression’), all these participants are provided by the predicative noun dohoda ‘agreement’. However, two of these participants – ‘Party_1’ and ‘Party_2’ – are expressed in the surface structure of the sentence not as nominal but as verbal modifications, namely as the subject and as the indirect object, while only the participant ‘Obligation’ is expressed as a nominal modification, namely as its attribute, see (1). The syntactic structure of the given sentence is thus formed by valency complementations of both the light verb and the predicative noun. In contrast, the sentence with the predicative verb uzavřít ‘close; turn off’, see e.g. (2), is characterized by two participants, ‘Agent’ and ‘Affected_object’, being evoked by the verb, they are expressed on the surface as valency complementations of the given verb.

‘France made an agreement with Germany on non-aggression.’

(2) Hasičiḥbl–verb uzavřeli přívod obj–verb plynu.
‘Firemen turned off the gas main.’

Although the contribution of light verbs and predicative nouns to the syntactic structure formation of CPs has been put under scrutiny within various theoretical frameworks – see e.g. argument merger formulated within the Government Binding theory [2], argument fusion [3] and argument composition within the Lexical-Functional Grammar [4], and the study by Alonso Ramos drawing on the Meaning ↔ Text Theory [5] – many of its aspects still remain unclear.

Czech, as an inflectional language encoding syntactic relations by morphological cases, provides a great opportunity to study the distribution of valency complementations in syntactic structures of CPs since morphological forms of valency complementations serve as valuable clues for determining whether a certain valency complementation belongs to the light verb or to the predicative noun. However, none of the works focused on Czech CPs provides an explicit description of the syntactic structure formation of CPs, see esp. [6, 7].

In this paper, we summarize our theoretical results described earlier and relate the proposed model with an extensive data annotation, see esp. [8, 9, 10]. We focus on the deep and surface structure of CPs, mainly with respect to the contribution of valency complementations to the syntactic structure of CPs made by the light verb and by the predicative noun and with respect to the role of coreference between the complementations in these structures (Section 3). On the basis of our theoretical findings, we propose an economic and linguistically informed formal model of CPs consisting of a grammatical part (Section 3) and...
2 VALLEX and FGD Framework

The proposed representation of CPs is elaborated within the Functional Generative Description (FGD), a stratificational and dependency-oriented theoretical linguistic framework [11]. One of the core concepts of FGD is that of valency [12]: at the layer of linguistically structured meaning (also the deep syntactic layer), it is the valency that provides the structure of a dependency tree. The valency theory of FGD has been applied in several valency lexicons, esp. PDT-Vallex\(^1\) [13] and VALLEX\(^2\) [14], and verified on extensive corpus data, esp. within the Prague Dependency Treebank (PDT)\(^3\). VALLEX, being the most elaborated lexicon of Czech verbs, forms a solid basis for the lexical component of FGD.

For the purpose of representation of language phenomena bridging between the grammar and the lexicon (e.g., diatheses and reciprocity), VALLEX is divided into a lexical part (i.e., the data component) and a grammatical part (i.e., the grammar component) [15, 16]. This division proves to be useful also for the representation of CPs.

Data component. The central organizing concept of the lexical part of VALLEX is the concept of lexeme. The lexeme associates a set of lexical forms, representing the verb in an utterance, with a set of lexical units, corresponding to their individual senses.

The data component consists of an inventory of lexical units of verbs with their respective valency frames underlying their deep syntactic structures. Each valency frame is modeled as a sequence of frame slots corresponding to valency complementations of a verb labeled by (rather coarse-grained) deep syntactic roles such as ‘Actor’ (ACT), ‘Patient’ (PAT), ‘Addressee’ (ADDR), ‘Effect’ (EFF), ‘Direction’, ‘Location’, ‘Manner’, etc. Further, the information on obligatoriness (‘?’ in front of a role label indicates its optionality in this text) and on possible morphological forms (here in subscript) is specified for each valency complementation. Each lexical unit can be further described by additional syntactic and syntactic-semantic information, e.g., on reciprocity, diatheses (as e.g. passivization), syntactico-semantic class etc. For the lexicographic representation of CPs, the VALLEX lexicon was extended to cover also predicative nouns. In addition, the respective lexical units representing light verbs and predicative nouns were enriched with attributes that allow a user to derive valency structures of the whole CPs – these attributes are thoroughly described in Section 4.

Grammar component. The grammar component represents a part of the overall grammar of Czech, it stores formal rules directly related to the valency structure of verbs. This component serves for an economic description of systematic changes in the valency structure of verbs associated with various syntactic phenomena, esp. with passivization and reciprocity. It also comprises rules allowing for the derivation of deep and surface syntactic structures of CPs. These rules are presented in Section 3.

3 Grammar Component: Formation of Deep and Surface Syntactic Structures of CPs

3.1 Deep Syntactic Structure

The deep syntactic structure of CPs is formed by both valency complementations from the valency frame of the light verb and complementations from the frame of the predicative noun.

Predicative nouns. The valency frame of a predicative noun describes the usage of the noun in nominal structures. Individual valency complementations are semantically saturated – they correspond to individual semantic participants characterizing a situation denoted by the noun, as can be exemplified on the predicative noun *dohoda*\(^4\), ‘agreement’, see its valency frame and example illustrating its nominal structure in (3) and the correspondence between its valency complementations and its semantic participants in (4):

(3) *dohoda*\(^4\), ‘agreement’:

\[
\begin{aligned}
\text{ACT}_{2, \text{ps}} & \quad \text{ADDR}_{s=7} & \quad \text{PAT}_{s=6, o=6, \text{inf, aby, dáta, lék}} \\
\end{aligned}
\]

\[
\begin{aligned}
dohoda & \quad \text{Francie}_{\text{party, 1, ACT}(2)} \\
\end{aligned}
\]

\[
\begin{aligned}
s \quad \text{Německem}_{\text{part, 2, ADDR}(s=7), o \quad \text{neútočené}} & \quad \text{Obligation}_{\text{PAT}(s=6)} \\
\end{aligned}
\]

‘the agreement of France with Germany on non-aggression’

(4) \[
\begin{aligned}
\text{ACT} & \iff \text{Party}_1 \\
\text{ADDR} & \iff \text{Party}_2 \\
\text{PAT} & \iff \text{Obligation}
\end{aligned}
\]

Light verbs. The deep structure of a light verb is formed by its valency frame, with one position (labeled CPHR) reserved for a predicative noun. A single light verb may be characterized by different deep syntactic structures, i.e., described by different valency frames which combine with different predicative nouns, see e.g. the light verb *uzavřít*\(^5\) in (5) and (7).

\[\text{uzavřít}_\text{cop, 1, PAT}(s=6)\]

\[\text{uzavřít}_\text{cop, 2, ADDR}(s=6)\]

\[\text{uzavřít}_\text{Obligation, 3, PAT}(s=6)\]

Light verbs, being (to some extent) semantically bleached, do not evoke any semantic participants. As a result, their valency complementations are characterized primarily as semantically underspecified deep syntactic positions, see schemes provided in (6) and (8) (compare also with [5]).

(5) \textit{uzavřít}, 'make'
\[
\begin{align*}
&\text{ACT, ADDR, CPHR}_i \\
&\text{ACT} \leftrightarrow \emptyset \\
&\text{ADDR} \leftrightarrow \emptyset \\
&\text{CPHR} \leftrightarrow \text{PN}
\end{align*}
\]
(This LV combines, e.g., with the PNs \textit{dohoda} 'agreement' and \textit{sázka} 'bet'.)

(6) \textit{uzavřít}, 'end, conclude':
\[
\begin{align*}
&\text{ACT, CPHR}_i \\
&\text{ACT} \leftrightarrow \emptyset \\
&\text{CPHR} \leftrightarrow \text{PN}
\end{align*}
\]
(This LV combines, e.g., with the PNs \textit{debata} 'discussion' and \textit{vyšetřování} 'inquiry'.)

The only exception when a light verb contributes its semantic participant is represented by CPs with causative LVs. The causative LVs are seen as initiating the event denoted by the predicative noun selecting the given verb. These verbs thus contribute the 'Instigator' participant (and the nouns their respective semantic participants). For example, the LV \textit{uzavřít}, 'close' that is instantiated, e.g., in the CP \textit{uzavřít přístup} 'close an access' represents the causative LV, with the 'Instigator' mapped onto its ACT, see the valency frame of this verb (9) and the scheme of the mapping of semantic participants and valency complementations (10):

(9) \textit{uzavřít}, 'close':
\[
\begin{align*}
&\text{ACT, CPHR, 'BEN}_i \\
&\text{ACT} \leftrightarrow \text{Instigator} \\
&\text{CPHR} \leftrightarrow \text{PN} \\
&\text{BEN} \leftrightarrow \emptyset
\end{align*}
\]
(This LV combines, e.g., with the PN \textit{přístup} 'access'.)

Within CPs, semantically underspecified valency complementations of LVs acquire semantic capacity via coreference with valency complementations of the predicative nouns with which they form CPs. These coreferential relations between valency complementations of LVs and complementations of PNs thus characterize the deep syntactic structure of individual CPs.

Complex predicates with light verbs. The deep syntactic structure of a CP is formed via an interplay between the valency frames of the respective LV and PN that form the given CP. A crucial role in the formation of the deep syntactic structure of a CP plays (i) the number of semantic participants involved in a situation denoted by the CP, and (ii) coreferential relations between the valency complementations of the LV and the PN [8]. The deep syntactic structure of a CP thus consists of:

- all nominal valency complementations, as they (directly) correspond to semantic participants;
- all verbal valency complementations, as their semantic saturation is acquired in one of the following ways:
  - the CPHR valency position, as it is reserved for the predicative noun;
  - the verbal valency complementation corresponding to the 'Instigator' participant (if present);
  - other verbal valency complementations, as they corefer with individual nominal valency complementations.

Let us exemplify the deep structure formation on the example of the CP \textit{uzavřít dohodu} 'make an agreement'. The predicative noun \textit{dohoda}, 'agreement' is characterized by three semantic participants corresponding to three valency complementations of this noun, as indicated in (3) and (4). The light verb \textit{uzavřít}, 'make' is characterized by the valency frame provided in (5). The CPHR position of the light verb is filled with the PN \textit{dohoda} 'agreement', the remaining valency complementations ACT and ADDR of the light verb enter into co-reference with the ACT and ADDR of the given predicative noun, respectively (thus they obtain their semantic capacity from the given nominal complementations), see scheme (11), the sentence below and the deep dependency tree of the given CP in Figure 1:

(11) \textit{uzavřít dohodu}, 'make an agreement':\(^4\)
\[
\begin{align*}
&\text{ACT}_i \leftrightarrow \text{ACT}_n \leftrightarrow \text{Party}_1 \\
&\text{ADDR}_i \leftrightarrow \text{ADDR}_n \leftrightarrow \text{Party}_2 \\
&\text{PAT}_n \leftrightarrow \text{Obligation} \\
&\text{CPHR}_i \leftrightarrow \text{dohoda}_n
\end{align*}
\]

\textit{Francie} \textit{přišla s Německem} \textit{dohodu} \textit{o neútočení}.

'France made an agreement with Germany on non-agression.'

In many cases, a predicative noun can select different light verbs (and thus create different CPs), and so makes it possible to embed the expressed event “into different general semantic scenarios and thus to perspective it from the point of view of different participants” [8]. For example, the predicative noun \textit{rozkázal}
selects either the light verb dáťuv ‘to give’, or the light verb dostatuv ‘to get’. This noun evokes three semantic participants, namely ‘Speaker’, ‘Recipient’, and ‘Information’. When it selects the light verb dáťuv ‘to give’, the situation expressed by this noun is viewed from the perspective of the ‘Speaker’ as it occupies the prominent subject position given by the ACT of the light verb, see example (12), while selecting the light verb dostatuv ‘to get’, the situation is perspectivized from the ‘Recipient’, see example (13).

(12) Generálovů.právník.ACT–[LV] dal rozkaz

vojákm[Recipient,ADDR–[LV] k ústupu[Information,PAT–[PN].

‘The general gave soldiers the order to retreat.’

(13) Vojáck[Recipient,ACT–[LV] dostali od generálovů.právník.ORIG–[LV]

rozkaz k ústupu[Information,PAT–[PN].

‘Soldiers got the order to retreat by the general.’

3.2 Surface Syntactic Structure

The theoretical analysis supported by the extensive empirical data annotation has revealed that with CPs in Czech, each semantic participant is typically expressed in the surface sentence just once.\(^5\) Despite the fact that semantic participants are contributed to CPs – with the exception of the verbal ‘Instigator’ – by predicative nouns, Czech CPs have a strong tendency to express these participants in the surface structure as verbal modifications, see as well [7]. Namely, those participants characterizing a CP that are referred to by both valency complementations of the PN as well as (via coreference) complementations of the LV are primarily expressed on the surface as the verbal modifications. On the other hand, those participants that are mapped only onto valency complementations of the PN are realized as the nominal modifications.

As a result, the rules governing the formation of the surface syntactic structure of Czech CPs can be summarized as follows:

- As verbal modifications, all valency complementations from the valency frame of the light verb are primarily expressed in the surface structure, namely:\(^6\)
  (i) the valency complementation filled by the predicative noun (the CPHR functor): it is obligatorily expressed in the surface structure as a verbal modification;
  (ii) the valency complementation corresponding to ‘Instigator’ (if present): it can be expressed in the surface structure only as a verbal modification;
  (iii) other verbal valency complementations: they are primarily expressed in the surface structure as verbal modifications, too.
- As nominal modifications:
  (iv) those valency complementations from the valency frame of the predicative noun that are not in coreference with verbal ones are primarily expressed in the surface structure.\(^7\)

For instance, within the CP uzavřít dohodu ‘make an agreement’, the following valency complementations are expressed in the surface structure: all the valency complementations of the LV uzavřít ‘to make’ (see its valency frame in (5)) are expressed as verbal modifications on the surface, namely: CPHR reserved for the predicative noun dohoda ‘agreement’ (principle (i)) in the direct object position, the verbal ACT and ADDR in the subject position and the indirect object position, respectively (principle (iii)) (these valency complementations refer to the ‘Party_1’ and ‘Party_2’ via coreference with the ACT and ADDR of the PN, see scheme (11)). From the valency complementations of the PN dohoda ‘agreement’ (the valency frame in (3)), only PAT (referring to ‘Obligation’, not being in coreference with any verbal complementation) is expressed on the surface as a nominal modification (principle (iv)); the remaining ACT and ADDR complementations of this noun (being in coreference with the verbal ACT and ADDR) are subject to systemic ellipsis; see the example sentence below and its surface dependency tree in Figure 2:

Francie\(~\text{PART}\)–[ACT–[LV] uzavřela s Německem\(~\text{PART}\)–[ADDRO – [LV dohodu\(~\text{PART}\)–[CPHR–[LV, 0 neútočené\(~\text{PART}\)–[Obligation,PAT–[PN].

\(^5\)The only exception is represented by the semantic participant mapped onto the nominal ACT: under certain conditions, this participant can be expressed twice, both as a verbal and as a nominal modification (e.g., Vrchní komisář\(~\text{PART}\)–[ACT–[LV jeho zločin\(~\text{PART}\)–[ADDRO – [LV výsledkem\(~\text{PART}\)–[OVZ, 0 vzniku\(~\text{PART}\)–[OVZ, 0 uzavřel\(~\text{PART}\).

‘The chief inspector has already concluded his investigation of the crime.’).

\(^6\)We disregard the cases of valency complementations unexpressed on the surface due to their optionality, actual ellipsis, generalization etc.

\(^7\)In some cases, a nominal valency complementation corefering with a verbal one may be alternatively expressed in the surface structure as a nominal modification, see e.g.

(a) S Německem\(~\text{PART}\)–[ADDRO – [LV Francie\(~\text{PART}\)–[ACT–[LV uzavřela dohodu\(~\text{PART}\)–[CPHR–[LV, 0 vs.

(b) Francie\(~\text{PART}\)–[ACT–[LV uzavřela dohodu\(~\text{PART}\)–[CPHR–[LV s Německem\(~\text{PART}\)–[ADDRO – [LV

with the ‘Party_2’ participant (s Německem) preferably analyzed as a verbal (in (a)) or a nominal (in (b) modification.
Figure 2: The surface dependency structure of the sentence *Francie uzavřela s Německem dohodu o neútočení*. ‘France made an agreement with Germany on non-aggression.’ (simplified)

‘France made an agreement with Germany on non-aggression.’

4 Data Component: Interlinking Lexical Units

As was shown above, the deep and surface syntactic structures of CPs are formed as a combination of valency structures of respective predicative nouns and light verbs, with respect to the coreference between their individual valency complementations. The process of both the deep and surface structure formation is regular enough to be described on the rule basis. These rules operate on the information provided by the data component of the lexicon.

In the data component of the VALLEX lexicon, individual lexical units of verbs and predicative nouns are described. In addition to the core valency information in a form of valency frames, these lexical units carry three special attributes linking the respective pairs of lexical units of the PN and LV allowing for the derivation of both deep and surface syntactic structures of the whole complex predicate, namely attributes lvc, map and instig.

**Attribute lvc.** Respective lexical units of LVs and PNs that form CPs are linked by the attribute lvc, the value of which is a list of references to respective lexical units. This attribute is attached to lexical units of predicative nouns and (for user’s convenience) to lexical units of light verbs as well. Figure 3 illustrates three lexical units for the LV *uzavřít* ‘make; end, conclude; close, terminate’ (see also (5), (7) and (9)).

If a LV forms syntactic structures with different PNs characterized by different coreferential relations more instances of the attribute lvc (indexed with numbers) are assigned to the relevant lexical unit.

**Attribute map.** The information on the coreference between valency complementations of LVs and complementations of PNs is provided in the attribute map. This attribute is attached to PNs (as it is the PN that selects an appropriate LV). The value of the map attribute is a list of pairs of coreferring complementations. Figure 4 illustrates three lexical units for three PNs, namely, *dohoda* ‘agreement’ (see also (3)), *vyšetřování* ‘investigation’, and *přístup* ‘access’.

Each PN can be assigned more than one attribute map reflecting different coreference relations; in such cases, the map attributes are co-indexed with the relevant lvc attributes to allow for the correct formation of the CPs structures.

**Attribute instig.** The information on the mapping of the ‘Instigator’ onto a valency complementation of relevant LVs is recorded in the attribute instig attached to the verbal valency frame, see lexical unit 3 in Figure 3.

If a LV forms syntactic structures with different PNs characterized by different coreferential relations, the instig attribute is co-indexed with the respective lvc attribute, containing the list of references to PNs that select the LV with the ‘Instigator’.

Figure 3: Three lexical units for the LV *uzavřít*, which are instantiated, e.g., in the CPs *uzavřít dohodu* ‘make an agreement’, *uzavřít vyšetřování* ‘close an investigation’, and *uzavřít přístup* ‘close an access’, respectively (simplified).

5 Corpus Data Analysis

The following Tables 1 and 2 summarize the corpus analysis of Czech CPs formed by 129 verb lemmas from the VALLEX lexicon (those LVs were selected that have at least one valency frame with the CPHR functor in the PDT corpus, see Section 2). The CPs were extracted from the Czech National Corpus,
SYN2010, by the Word Sketch Engine [17] allowing to identify for each verb lemma its nominal collocates expressed as its direct object (function has_obj4). From the obtained list of collocations, only those nominal collocates were indicated by human annotators that represent PNs (560 noun lemmas in total). As a key criterion for identifying CPs, the coreference between the ACT of the noun and some of valency complementations of the LV has been adopted [18]. This criterion was satisfied by 1,025 collocations, which represent the most frequent and semantically salient CPs of the selected light verbs.

The identified CPs were further annotated with respect to the coreference between valency complementations of the LV and PN and with respect to the mapping of ‘Instigator’ (where it was relevant), see esp. [10]. Tables 1 and 2 summarize results of the annotation process. Table 1 contains those CPs the light verbs of which behave unambiguously with respect to the causative feature, i.e., they are either non-causative (Ø in the ‘Instig’ column), or causative. With the CPs with causative light verbs, the Instigator was mapped either onto verbal ACT, or onto verbal ORIG. In the annotation, 12 types of coreference between verbal and nominal valency complementations were identified; the most frequent was represented by the coreference between ACT of the light verb and ACT of the predicative noun (506 CPs, i.e. almost 50% of all analyzed CPs).

In the annotation, a specific type of CPs characterized by an ambiguous character with respect to the causativity of LVs was found (122 cases, i.e. almost 12% of CPs). These CPs are formed by PNs characterized by the semantic participants ‘Experimenter’ and ‘Stimulus’. Two situations occur with these CPs. First, the valency complementation of a PN corresponding to ‘Stimulus’ enters in coreference with ACT of the LV with which the given PN forms the CP (as exemplified in (14), Figure 5); in this case, the LV behaves as non-causative verb. Second, the given complementation of a PN is not in coreference with any verbal complementation; in this case, the LV contributes the ‘Instigator’ to the CP (example (15), Figure 6). For example, with the CP vyvolat protest, the semantic participant ‘Stimulus’ given by the PN protest ‘protest’ mapped onto PAT of the noun either enters in coreference with the ACT of the LV vyvolat ‘to raise’, see example (14), or remains without coreference, see example (15).


Table 1: Unambiguous Czech CPs identified in the corpus data, sorted according to causativity of LVs and types of coreference between verbal and nominal valency complementations.

<table>
<thead>
<tr>
<th>‘Instig’ coreference</th>
<th>#</th>
<th>%</th>
<th>examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>506</td>
<td>49.4</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt; &amp; ADDR&lt;sub&gt;pv&lt;/sub&gt;−ADDR&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>120</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−ADDR&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>93</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ORIG&lt;sub&gt;lv&lt;/sub&gt; &amp; ADDR&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>28</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ORIG&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>22</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−DIR3&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>28</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>22</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−BEN&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>22</td>
<td>2.1</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ADDR&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>53</td>
<td>5.2</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>26</td>
<td>2.5</td>
<td>probouzet podezřívanost, uzvážit zdání</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−BEN&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>8</td>
<td>0.8</td>
<td>zvednout náladu, otevřít přístup, uzavírit přístup</td>
</tr>
<tr>
<td>ORIG&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>18</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 2: Ambiguous Czech CPs identified in the corpus data, sorted according to causativity of LVs and types of coreference between verbal and nominal valency complementations.

<table>
<thead>
<tr>
<th>without ‘Instigator’ coreference</th>
<th>with ‘Instigator’</th>
<th>#</th>
<th>%</th>
<th>examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;lv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>92</td>
<td>9.0</td>
<td>vyvolat protest, budít důvěru</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−ADDR&lt;sub&gt;lv&lt;/sub&gt; &amp; PAT&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;lv&lt;/sub&gt;−ACT&lt;sub&gt;pv&lt;/sub&gt;−ADDR&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>23</td>
<td>2.2</td>
<td>přinést radost, činit obtíž</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt; &amp; ORIG&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;lv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>3</td>
<td>0.3</td>
<td>uzbudit pocit</td>
</tr>
<tr>
<td>ACT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt; &amp; ADDR&lt;sub&gt;pv&lt;/sub&gt;−ACT&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>ACT&lt;sub&gt;lv&lt;/sub&gt;−ACT&lt;sub&gt;pv&lt;/sub&gt;−LOC&lt;sub&gt;lv&lt;/sub&gt;</td>
<td>4</td>
<td>0.4</td>
<td>vyvolat podezření</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, we have summarized results of our analysis of Czech complex predicates with light verbs. We have described its lexicographic model based on a close cooperation of the lexical and grammar component. Although our proposal is primarily designed for the Valency Lexicon of Czech verbs VALLEX, we suppose that its main tenets can be easily adopted by other lexical resources as well. Finally, we have introduced the annotation of a large collection of linguistic data which will be integrated in the VALLEX lexicon soon.
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Abstract. Some e-shops present product attributes in structured form, but many others use the textual description only. Attributes of products are essential in automated product deduplication. We suggest methods for automated extraction of attributes and their values from product descriptions to a structural form. The structural data extracted from other e-shops are used as background knowledge.

1 Introduction

Nowadays there is an increasing interest in effective process of extracting information from big amount of data. The problem of searching and obtaining relevant information is handled by several areas of computer science. Project Kapsa [1] deals with extraction and unification of information from web pages, focusing on products on e-shops. The aim of the project is the creation and management of a collection of products which are offered by e-shops. Crucial part of processing the e-shops’ data is a deduplication of products, i.e. the decision if any two products extracted from different e-shops are the same. To increase the precision of the deduplication, structured data about the products (product properties and their values) are essential.

Although some e-shops present attributes of products in table form, many other e-shops provide a textual description only. The descriptions usually contain values of many product properties and are written in natural language. This work-in-progress paper presents our current methods of automatic extraction of product attributes with their values from product descriptions. Products have attributes of 3 main types: String, number with unit and Boolean. Each type is presented individually in natural language. Therefore we propose unique extraction method for each attribute type.

2 State of the Art

To extract product attribute/property with its value from a text description, we need to recognize that the attribute and/or its value are mentioned in the text. Named-entity recognition (NER) is a close research area to our problem. NER is the information extraction task of identifying and classifying mentions of people, organizations, locations and other named entities within text. Approaches to NER are surveyed in [3]. The dominant technique for addressing the NER problem is supervised learning. A usual NER method consists of tagging words of a text corpus when they are annotated as entities in the (rather big) training corpus. A semi-supervised techniques decrease amount of manual annotation needed to train a classifier. Typically, the sentences in Wikipedia articles are considered annotated, because they contain context links to other Wikipedia pages in sentences. The titles of such pages are then considered to be the names of the entities and their URLs become the identifiers. The common learning constellation for supervised and semi-supervised techniques is the processing of annotated texts. Majority of learning models process entity names as well as surrounding words. Many learning approaches have been used to handle NER: Hidden Markov Models [4], decision trees [5], Support Vector Machines [6], Conditional Random Fields [7].

Another approach, similar to NER, is terminology / entity / term extraction. The goal of terminology extraction is to automatically extract relevant terms from text, typically based on a vocabulary of domain-relevant (possibly multi-word) terms. Typical approach is to extract term candidates using linguistic processors and filter them using statistical and/or machine learning methods. The C-value/NC-value method [8] can be an example. To handle multi-word terms, the methods usually use n-grams, that is, the combination of n words appearing in the corpus.

3 Background Knowledge

Unlike general named entity recognition, as a part of natural language processing, we can profit from knowledge of product domain and drastically reduce the number of possible entities to search in product description. The product domain can be determined from the product web presentation, since it is usually presented on specific position on every product detail page of the e-shop.

The second advantage is the structured and annotated data of product domain in background knowledge. These data are extracted from the e-shops with structured attribute presentation in form of tables. Therefore, we can use the dictionary of the attribute names in different languages (English, Slovak ...) and variations (synonyms, abbreviations) for each attribute of a given product domain. Similarly, we can use various forms of units’ names (e.g. kg, kilograms, kilos, kilogramov, kil ...). Our background database contains also unit conversions between convertible units (e.g. grams vs. kg). Finally, the attribute types and the list of extracted values of each attribute and product domain is stored in the background knowledge.

The annotation of attributes in Kapsa [1] is a semi-automatic process driven by administrator in web GUI. Input for the annotation is a list of attribute names and values in String form for each product extracted from e-shop web pages, possibly with some additional tags. The annotation produces a set of rules that determines product domain, attribute identification (including attribute deduplication), attribute type, value and unit extraction, etc. If the product domain or attribute is already annotated for other e-shop, annotator usually just plays the role of the validator of an automatic annotation.
Our analysis of products’ descriptions showed that attributes and their values are presented differently for Boolean, String and number types in natural language. Since we have the type information for each attribute we are searching for in background knowledge, we can utilize extraction method for each type. All of the presented methods are still work in progress and represent the baseline methods for the future work. Some of possible modifications, we believe that they can improve the quality of methods, are proposed at the ends of the following sections as well as in the experiments section.

4 Extraction Methods

Our analysis of products’ descriptions showed that attributes and their values are presented differently for Boolean, String and number types in natural language. Since we have the type information for each attribute we are searching for in background knowledge, we can utilize extraction method for each type. All of the presented methods are still works in progress and represent the baseline methods for the future work. Some of possible modifications, we believe that they can improve the quality of methods, are proposed at the ends of the following sections as well as in the experiments section.

4.1 Extraction of Boolean Attributes

Our method for extraction of Boolean attributes suggests, that the presence of the attribute name in product description induce that the value of the product’s attribute is ‘true’. The method searches every variation of the attribute name (languages and synonyms) that is present in background knowledge. If the attribute name is matched, the attribute with value ‘true’ is sent to output result.

Since quite a lot of the attributes were misspelled or inflected in our test data, we have replaced the exact search of the attribute names by fuzzyfied search using Levenshtein (editing) distance. The threshold for the positive result was set to 75% match of the attribute name. The method uses fuzzyfied search, only if the exact match is not found.

We believe that improvement of our method can be achieved by stemming or lemmatization of the attribute names and words of the product description to cover inflections as an equivalent to exact match. Another improvement can be to include common misspelled attribute names to background knowledge. However it requires an administrator intervention and converts our automatic method to the semiautomatic.

Our method does not recognize sentences as positive or negative. So the sentence The mobile phone does not have thermosensor, induces the result that the product has Boolean attribute thermosensor with value ‘true’. The approaches known from sentiment analysis can be incorporated to cover this problem.

4.2 Extraction of Numeric Attributes

Attributes of number type have their values composed of a number and a unit (12 g, 15 cm, 42 '', 2 pieces…). Our method is composed of 4 main steps. First, the method searches for attribute names like the method extracting the Boolean attribute names. Next, all the variants of the attribute unit and the variants of units convertible to this unit are searched in the sentence, where the attribute name was found. The only exception is the unit pieces, because it is not common in natural language sentences (e.g. 2 shelfs instead of 2 pieces of shelves). In our method the search of the units requires an exact match. If both the attribute name and the unit was found, then, in the third step, the numbers are searched in the sentence using regular expression “([0-9]+)(\ \|\ *\ |\ *\ |\ *\ )”. If the sentence contains more numbers, the closest number to the attribute name is selected in the 4th step.

The extraction method can be extended to cover word variants of the numbers (i.e. one, two, twenty-three...), but it requires new dictionary for each language. Stemming and lemmatization can be also used for unit search (in Slovak language there are 3 variants for singular and plural forms of units e.g. kilogram, kilogramy, kilogramov).

4.3 Extraction of String Attributes

String attributes are the most sensitive type to the size of background knowledge. The specialty of this type is that
the attribute values are often self-explanatory and the attribute name isn’t necessary. For example, in the sentence “This Candy GC41472D1S Washing Machine with stylish Silver finish looks great in any home.” three String attributes can be found: producer (Candy), product name (Candy GC41472D1S) and color (Silver). If the washing machine was already extracted from another e-shop in structural form, all the String values are present in the background data and can be used to identify the attributes.

Extraction method for String attributes firstly searches for attribute names as well as the previous methods do. If the attribute name is found, values of the same attribute extracted from all products of the same domain are searched in the same sentence. If the value is found the attribute-value pair is sent to the result. String attributes of the product domain, which were not found in the first step, are searched only by their known values. Since each value corresponds to some attribute in the background knowledge, it is easy to send attribute-value pair to the result. The implemented method does not use the fuzzified search of the attribute values in product descriptions.

Similarly to the attribute names search, the attribute value search could by extended with stemming and lemmatization to cover inflections as an equivalent to exact match.

5 Experiments

To verify the methods, we created test data containing the real e-shops product descriptions of 2 domains: fridges and tablets. We have selected 20 products from each domain. 10 descriptions were in English and 10 were in Slovak. We have manually selected attributes and their values that appeared in the descriptions and typed them into the test table. Each product description was an input for our extraction methods and the results were compared to the manually selected ones.

Table 1. Precision, recall and F-score for English descriptions

<table>
<thead>
<tr>
<th>Domain</th>
<th>numeric</th>
<th></th>
<th>Boolean</th>
<th></th>
<th>String</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>tablet</td>
<td>100</td>
<td>97.47</td>
<td>98.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>refrigerator</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>average</td>
<td>100</td>
<td>98.8</td>
<td>99.4</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. Precision, recall and F-score for Slovak descriptions

<table>
<thead>
<tr>
<th>Domain</th>
<th>numeric</th>
<th></th>
<th>Boolean</th>
<th></th>
<th>String</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>tablet</td>
<td>87.5</td>
<td>20.59</td>
<td>33.34</td>
<td>100</td>
<td>78.95</td>
<td>88.24</td>
</tr>
<tr>
<td>refrigerator</td>
<td>100</td>
<td>50</td>
<td>66.67</td>
<td>80</td>
<td>88.88</td>
<td>84.21</td>
</tr>
<tr>
<td>average</td>
<td>96.15</td>
<td>35.71</td>
<td>52.08</td>
<td>92</td>
<td>82.14</td>
<td>89.79</td>
</tr>
</tbody>
</table>

The background knowledge was created by extraction of structured data from 2 e-shops with table representation of attributes. Data contained 142 tablets and 41 fridges. All attributes found in test data descriptions were present in background knowledge.

The results of our tests are summed up in tables 1 and 2 separately for English and Slovak descriptions.

5.1 Results for Numeric Attributes

Method for attributes of numeric type correctly found 98.8% of all attribute name and value pairs in English descriptions, but only 35.71% of pairs in Slovak description. Such a low recall in our test is caused by various reasons. We have analyzed the results and identified the following problems:

- the absence of synonymic names of given attribute in the background dictionary,
- the absence of the synonymic unit of the attribute value,
- presence of a shortcut, instead of full form of attribute name, or missing words of the full multi-words terms,
- missing attribute name (just the value and units were present in the description),
- different order of words in multi-word name of attribute, and
- other words inserted into multi-word name of attribute.

The first three problems are caused by a small dictionary. After adding more e-shops to the background knowledge, it should become a less important problem. Different e-shops can use different terminology and unit abbreviations, which expands the background knowledge dictionary.

Sentence “Včlánkuje je možné uchovávat 225 l potravin v 4 skleněných poličkách” (en. It is possible to store 225 l of groceries on 4 glass shelves) mentions the

1 Dataset is available at: http://kapsa.sk/2017-itat-dataset.zip
volume of the refrigerator and the number of shelves in the refrigerator, but because the full names of the attributes are not present in the sentence, the method for numeric types did not find these product properties in the sentence. A definite solution for the missing attribute name problem would probably not be easy. One approach can be to use attribute values’ units. If the unit found in the description, is used by only one known attribute of the product domain, the value and unit can be assigned to the attribute.

The last two reasons deal with multi-word names. The solution to the problem can be to search each word of the term separately. If each word of multi-word term was found in the same sentence, then we can declare the match. It is possible that automatic morphological analysis of the sentence can improve this approach, because it can reveal the connections between words and reduce false matches of such method.

The precision of the method is decreased by fuzzy matches, when the editing distance of 75% was too generous and matched the words with different meaning. We can improve the precision using stemming or lemmatization instead of fuzzy matching with editing distance. Another improvement can be achieved by accepting fuzzy matched words only if they are not present in classic dictionary of the language, i.e. they are probably misspelled.

5.2 Results for Boolean Attributes

The method for Boolean type of attribute was the most successful in finding attributes. Using this method, all the required attributes were found in the English descriptions and 82.14% of the attributes in the Slovak descriptions. The reason for not finding attributes in our tests within Slovak descriptions was similar to the synonymic variations mentioned in the previous method. Concretely, the term in our dictionary had fewer words, because some words were split into two words. Since we do fuzzy comparisons word-by-word, it made the match less than 75%.

For example, the sentence Už již našli nevěru, Technológia No Frost zabraňuje vzniku námrazy a udržíva konštantní teplotu v celej chladničke, (en. No frost cover, the technology No Frost prevent frost creation and keeps constant temperature throughout the fridge) didn’t match with our two-word term Technológia No Frost. The solution would be to add Technológia No Frost to the directory.

Since we used Levenshtein distance to search for a name, the method found two attributes in two descriptions that were not there. These were the Auto Defrost and NoFrost attributes.

5.3 Results for String Attributes

The method for attributes of String type is special, because it does not need the attribute name. It causes the ambiguity of the attribute assignment.

For example, in the sentence Farba kombinovanej chladničky Goddess je biela.(en. The color of the Goddess fridge is white.), the value biela (en. white) is appropriate for attributes color and color of the front of the refrigerator.

The second problem is again the small dictionary, this time, the dictionary of known attribute values. For example, in sentence Pri hrúbke len 6.1 mm je vôbec najtenší iPad zároveň aj najschopnejší (en. Having the depth only 6.1 mm, it is the thinnest iPAd as well as the most capable.), the method did not found attribute “product name”, since iPad value is not in the value dictionary. Again, to remove the problem of the absence of an attribute value, it is sufficient to increase the set of attribute values in the dictionary.

The precision was decreased by false fuzzy match of the attribute value with different word. Again, we can improve the precision using stemming or lemmatization instead of fuzzy matching with editing distance.

6 Conclusions

This work-in-progress paper presents our base-line algorithms for automatic attribute-value pairs extraction from product descriptions on e-shops. We divided attributes to 3 main types: Boolean, String and numeric. Boolean attributes are matched, if the name is found in the description. String attributes are search by match with pair attribute name and its value or by value only. Numeric attributes require three things to find: attribute name, number and unit.

We have probed our methods against real world data, analyzed the results and proposed the improvements that would be incorporated in our methods in the future.

This work was supported by the Agency of the Slovak Ministry of Education for the Structural Funds of the EU, under project CeZIS, ITMS: 26220220158
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Abstract: DNA sequencing data is typically a large collection of short strings called reads. We can summarize such data by computing a histogram of the number of occurrences of substrings of a fixed length. Such histograms can be used for example to estimate the size of a genome. In this paper, we study a recent tool, Kmerlight, which computes approximate histograms. We discover an approximation bias, and we propose a new, unbiased version of Kmerlight. We also model the distribution of approximation errors and support our theoretical model by experimental data. Finally, we use another tool, CovEst, to compute genome size estimates from approximate histograms. Our results show that although CovEst was designed to work with exact histograms, it can be used with their approximate versions, which can be produced in a much smaller memory.

1 Introduction

A genome is a collection of DNA molecules storing genetic information in a cell. It can be represented as a set of long strings over the alphabet $\Sigma = \{A, C, G, T\}$ (each string corresponding to one chromosome). In a DNA sequencing experiment, many reads are produced from a genome. These reads are short substrings obtained from random locations of the genome, potentially with some sequencing errors. For a genome to be analyzed, the DNA sequence of individual chromosomes must be first assembled from the reads, but the process of genome assembly is computationally demanding and error-prone.

However, it is possible to estimate the genome size and some other characteristics without the need of genome assembly [2, 9, 5, 8]. These estimates are computed from a summary statistic of reads called the $k$-mer abundance histogram. A $k$-mer is a substring of length exactly $k$ and the histogram summarizes the number of occurrences of individual $k$-mers in the input set of reads.

Most of the histogram computing methods count the occurrences of each $k$-mer in the input data using hash tables or suffix arrays [6, 4, 3]. Consequently, their memory usage increases at least linearly with the number of processed distinct $k$-mers. To reduce the memory requirements, $k$-mer abundance histograms can be computed approximately. One of the newest such algorithms, Kmerlight [8], combines the techniques of sampling and hashing to maintain a sketch of $k$-mers and from the contents of the sketch computes an estimate of the histogram.

The approximate histograms were already used as an input for genome size estimation [8], however the impact of the approximation errors on the accuracy of the resulting estimates was not evaluated. In this paper, we study the character of errors of the Kmerlight’s histograms and their influence on the subsequent genome size estimation.

We start with an empirical study of the approximation errors of Kmerlight algorithm, and we discover that Kmerlight produces systematically biased estimates of some histograms. We explain the source of the bias and propose an unbiased modification of Kmerlight. Next we model the distribution of Kmerlight’s errors with the normal distribution, and we propose a formula that describes Kmerlight’s variance. We then experimentally test our theoretical model and explore its limitations.

Finally, we use CovEst software [2] to estimate the sizes of simulated genomes from approximate histograms produced by Kmerlight. We describe how different properties of the input influence the accuracy of the estimates, and we compare the estimates based on exact histograms to the estimates based on approximate histograms.

2 Errors in Kmerlight’s Approximate Abundance Histograms

A $k$-mer is a substring of length exactly $k$. A read of length $r$ thus contains $r - k + 1$ $k$-mers. If a $k$-mer occurs $i$ times among all input reads, we say its abundance is $i$. In this paper, we use the value $k = 21$ as in previous works [9, 2].

Definition 1. The $k$-mer abundance histogram is a sequence $f = f_1, f_2, \ldots, f_m$, where $f_i$ is the number of $k$-mers that occur in the input set exactly $i$ times, and $m$ is the maximum observed abundance.

Counting the abundance of each individual $k$-mer appearing in a large input file requires large memory. As we are only interested in the histogram, the problem of $k$-mer counting can be avoided, allowing us to estimate the histogram more efficiently. We can reduce the amount of required memory from dozens of gigabytes to hundreds of megabytes, allowing these computations to be performed on a personal computer rather than on a cluster.

We will consider streaming algorithms, which in general process a sequence of items (in our context $k$-mers) in a single pass using only a limited amount of memory and time. These algorithms maintain an approximate summary, or a sketch, of the previously viewed $k$-mers and
with each new $k$-mer the sketch is updated. When all the
$k$-mers are processed, the sketch can be analyzed to pro-
vide the estimate of the $k$-mer abundance histogram.

In 2002, Bar-Yossef et al. presented three algorithms for
estimating the number of distinct elements in a stream
($F_0 = \sum_{i=1}^{m} f_i$) with theoretical guarantees [1]. In 2014,
Melsted and Halldórsson [5] implemented and extended
Algorithm 2 from the aforementioned paper [1] and used it
for $k$-mer counting. Their algorithm KmerStream can also estimate $f_1$, the number of $k$-mers with abundance one.

KmerStream was further improved by Sivadasan et al.
in 2016 [8], and their software Kmerlight estimates the
whole histogram ($f_1, \ldots, f_m$). As we focus on Kmerlight
in our work, we will describe it in detail.

2.1 Kmerlight

Kmerlight maintains a sketch of processed $k$-mers. Its out-
put are estimates $\hat{F}_0, \hat{f}_1, \ldots, \hat{f}_m$ obtained from the final con-
tent of the sketch. The scheme uses parameters $W$, $r$, $u$
and two hash functions $g : \Sigma^k \to \{0, \ldots, 2^w - 1\}$ and
$h : \Sigma^k \to \{0, \ldots, r - 1\} \times \{0, \ldots, u - 1\}$. In the analysis,
we will assume that $g$ and $h$ each hash string from $\Sigma^k$
uniformly and independently over their range of values.

The sketch consists of $W$ levels. Each level $w$ has a hash
table with $r$ counters $T_w[0], \ldots, T_w[r-1]$. Each counter
stores its value $T_w[c].v$ (the abundance of a particular $k$-
mer) and an auxiliary information $T_w[c].p \in \{0, \ldots, u-1\}$.

To process an input $k$-mer $x$ we first select its level $w$ as
the number of trailing zeroes in the binary representation
of $g(x)$. As a result, the probability of selecting level $w$ is
$1/2^w$. Next, using has function $h$, the $k$-mer is hashed into
a pair $(c, j)$ and processed as follows:

- If counter $T_w[c]$ is empty, its value is increased to 1
and $j$ is stored as an auxiliary information $T_w[c].p$.
- If $T_w[c]$ is not empty, and $T_w[c].p$ equals $j$, the counter
value $T_w[c].v$ is incremented.
- Finally, if $T_w[c].p \neq j$, the counter is marked as dirty.

Dirty counters are not modified by future updates.

Note that all occurrences of the same $k$-mer will be stored
in the same counter at the same level. The value of this
counter should correspond to the abundance of this $k$-mer.
Since two or more different $k$-mers may hash into the same
counter, collisions may occur. The auxiliary information
helps to detect some of these collisions.

Estimator of $F_0$. Since on average $F_0/2^w$ distinct $k$-mers
are hashed into level $w$, the probability that a counter at
this level remains empty is approximately $p = (1 - \frac{1}{2^w})^{F_0/2^w}$. In this estimate and in all subsequent analyses,
we assume that the number of distinct $k$-mers at level $w$
is exactly $F_0/2^w$, although in fact it is a binomial random
variable with this number as the mean.

The expected number of empty counters at level $w$ is thus $r \cdot p$. Let us denote the number of observed empty
counters at level $w$ as $t_0^{(w)}$. Using the assumption $t_0^{(w)} \approx r \cdot p$
we can derive the estimator of $F_0$:

$$\hat{F}_0 = 2^w \cdot \frac{\ln(t_0^{(w)}/r)}{\ln (1 - \frac{1}{2^w})} \quad (1)$$

To estimate the number of distinct $k$-mers $F_0$ using this
formula, we choose level $w = w^* + 1$, so that the number
of empty counters $t_0^{(w)}$ at this level is closest to $r/2$. It has
been shown that selecting this level provides a bounded error
of $\hat{F}_0$ with a guaranteed probability [1].

Estimator of $f_i$. The expected number of distinct $k$-mers
with abundance $i$ hashed to level $w$ is $f_i/2^w$. When a $k$-mer
is hashed into level $w$, the probability that it is stored in a
collision-free counter is $(1 - \frac{1}{2^w})^{F_0/2^w - 1}$, which is the
probability that no other $k$-mer from level $w$ will get hashed
into the same counter. Thus we can estimate the number
of collision-free counters with value $i$ as

$$f_i/2^w \cdot (1 - \frac{1}{2^w})^{F_0/2^w - 1} \quad (2)$$

If we denote the number of observed collision-free counters
with value $i$ as $t_i^{(w)}$, we can derive the estimator of $f_i$:

$$\hat{f}_i = t_i^{(w)} \cdot 2^w \cdot (1 - \frac{1}{2^w})^{1-F_0/2^w} \quad (3)$$

To estimate $f_i$, the algorithm selects level $w = w^*_i$ so that
it maximizes $t_i^{(w)}$ – the number of observed collision-free
counters with value $i$.

Undetected collisions. The value $t_i^{(w)}$ is based on the
number of non-dirty counters with value $i$, but these include
both true positives (collision-free counters) and false pos-
itives (counters with undetected collisions). The expected
number of false positive at one level is at most $r/u$, where
$0, \ldots, u-1$ is the range of auxiliary information [8]. Param-
eter $u$ can be set to make false positives negligible; thus we
will assume that all collisions are being detected.

Median amplification. To decrease the variance of the es-
timates and to use of multiprocessing, $r$ independent in-
stances of Kmerlight’s sketch are run concurrently. Esti-
mate $\hat{F}_0$ is selected as the median of $\hat{F}_0^{(1)}, \ldots, \hat{F}_0^{(r)}$, and
final estimates of $f_i$ are also the medians of $t_i$ instances.

Accuracy and complexity. Parameters $r$, $u$ and $t$ provide
a trade-off between the memory and accuracy. Assuming
that $W = \Theta(\log F_0)$, the algorithm uses $O(t \cdot r \cdot \log(F_0))$
memory words, and processing of one $k$-mer requires $O(t)$
time. The authors have shown that the algorithm com-
putes estimates $\hat{F}_0$ and $\hat{f}_i$ for sufficiently large $f_i$ ($f_i \geq
F_0/\lambda$) with a bounded relative error $(1 - \epsilon)F_0 \leq \hat{F}_0 \leq
(1 + \epsilon)F_0$, $(1 - \epsilon)f_i \leq \hat{f}_i \leq (1 + \epsilon)f_i$, with probability
at least $1 - \delta$, when the parameters are set as follows:
$t = O(\log(\lambda/\delta))$, $r = O(\frac{\lambda}{\epsilon^2})$ and $u = O(\frac{\lambda F_0}{\epsilon^2})$. Due to loose
constants, these asymptotic estimates cannot be used to set parameters for obtaining desirable error bounds. The accuracy of the algorithm was tested experimentally with arbitrary parameters \( W = 64, t = 7, r \in \{2^{16}, 2^{18}\}, u = 2^{13} \).

### 2.2 Empirical Study of Approximation Errors

To study the character of approximation errors, we start with several observations on generated data. We have first generated a genome: a random sequence \( g_1 \ldots g_L \) consisting of \( L \) characters A, C, G, T, each with probability 1/4. Next we have generated \( c \cdot L/\ell \) reads of length \( \ell = 100 \), where \( c \) is a parameter describing the depth of coverage of the genome by reads. For each read, we have uniformly selected a random starting position \( s \in \{1, \ldots, L - \ell + 1\} \). The read then consists of characters \( g_s g_{s+1} \ldots g_{s+ \ell - 1} \). Finally we have simulated sequencing errors by modifying each base randomly with probability \( e \). Our initial experiment has used a single data set with parameters \( L = 10^6 \), \( c = 50 \), and \( e = 0.02 \).

For this data set, Figure 1 shows the exact k-mer abundance histogram \((k = 21)\) produced by Jellyfish [4] and the means and standard deviations of the estimates \( \hat{f}_i \) from 50 Kmerlight runs on the same input. Kmerlight was run with parameters \( W = 64, t = 7, r = 2^{15}, u = 2^{13} \).

Perhaps the most striking feature of this histogram is that Kmerlight systematically overestimates values of \( f_i \). In Section 2.3, we clarify the source of this bias and present an unbiased estimator.

Kmerlight guarantees precise estimates of those values of \( f_i \) that are close to \( F_0 \). Unfortunately, in sequencing data, sequencing errors often create many unique k-mers, and thus we have \( f_i \) close to \( F_0 \), while the remaining \( f_i \) are much smaller. In the extreme case of very low values of \( f_i \), the probability that at least one k-mer with abundance \( i \) becomes stored in a collision-free counter at any level approaches to zero. If no k-mer survives the collisions \( t_i^{(w)} = 0 \) then \( \hat{f}_i = 0 \). In our experiment, Kmerlight produced zero estimates for \( f_i < 500 \).

Figure 1 shows that the absolute error \( (\hat{f}_i - f_i) \) and variance of \( \hat{f}_i \) decrease with decreasing \( f_i \). However, relative errors \( (\hat{f}_i - f_i)/f_i \) and their variance increase with decreasing \( f_i \) (data not shown). Kmerlight guarantees bounded errors for high values of \( f_i \), but a theoretical quantitative analysis of the error distribution was not presented in the previous work [8]. We provide a quantitative estimate of the variance in Section 2.4.

### 2.3 Kmerlight Approximation Bias and Unbiased Version

As we will explain in this section, the bias of Kmerlight estimates towards higher values is caused by its selection of level \( w_i^+ \) used to calculate \( \hat{f}_i \). Level \( w_i^+ \) is chosen to maximize \( t_i^{(w)} \), the number of collision-free counters with value \( i \) at level \( w \). We believe that the authors hoped to minimize the variance of the estimator \( \hat{f}_i \) by including as many k-mers in the estimate as possible.

#### Analytical \( w^+ \)

To understand which levels \( w_i^+ \) are selected by Kmerlight, we will analytically find the level \( w_i^+ \) that maximizes \( E(t_i^{(w)}) \), the expected number of collision-free counters with value \( i \).

As shown in equation (2), \( E(t_i^{(w)}) = f_i/2^w \cdot (1 - 1/(2r))F_0/2^{w-1} \). The value of \( w_i^+ \) at which \( E(t_i^{(w)}) \) is maximized can be obtained from inequalities \( E(t_i^{(w)+1}) \leq E(t_i^{(w)}) \leq E(t_i^{(w)+1}) \). By manipulating the inequalities we get

\[
\frac{\log F_0 + \log \frac{r}{r - 1}}{\log \frac{r}{r - 1}} - 1 \leq w_i^+ \leq \frac{\log F_0 + \log \frac{r}{r - 1}}{\log \frac{r}{r - 1}}.
\]

and finally, we can calculate \( w_i^+ \):

\[
\log F_0 + \log \frac{r}{r - 1} - 1 \leq w_i^+ \leq \frac{\log F_0 + \log \frac{r}{r - 1}}{\log \frac{r}{r - 1}}.
\]

Symbol \( \log \) denotes the binary logarithm. Note these inequalities have at most two integer solutions.

The choice of level \( w_i^+ \) does not depend on values of \( i \) or \( f_i \), but only on \( F_0 \) and \( r \). Since \( w_i^+ = w_m^+ = \cdots = w_m^+ \), from now on we will refer to this level simply by \( w^+ \). This level also maximizes the expected number of all non-empty collision-free counters \( E(t(w)) \), where \( t(w) = \sum_{i=1}^{m} t_i^{(w)} \).

#### Explanation of bias

The number of collision-free counters at levels \( w^+ - 1 \) and \( w^+ + 1 \) is typically similar to the number of collision-free counters at level \( w^+ \). There are two times more k-mers hashed into level \( w^+ - 1 \) than into \( w^+ \), but also more collisions happen at \( w^+ - 1 \). These two effects partially cancel each other and maintain similar values of \( E(t(w)) \) for \( w = w^+ - 1, w^+, w^+ + 1 \). As a result, any of these levels can hold the maximal \( t_i^{(w)} \) and become chosen by Kmerlight as its \( w_i^+ \). This typically leads to values of \( t_i^{(w)} \) higher than the expected value \( E(t_i^{(w)}) \) for fixed level \( w = w_i^+ \). To obtain \( \hat{f}_i \), value \( t_i^{(w)} \) is multiplied by
Figure 2: Each column shows up to seven levels $w^*_i$ that were selected by one of $t = 7$ instances of Kmerlight in the experiment from Section 2.2. If a level was chosen by more instances, its circle is darker. Note that if no counters hold value $i$ in the whole sketch, Kmerlight's instance does not choose any level.

\[ 2^{w^*_i} \cdot (1 - \frac{1}{2})^{1-F_0/2^{w^*_i}}. \] Thus biased $t^{(w)}_i$ also leads to biased estimator $\hat{f}_i$.

To illustrate this, Figure 2 shows values $w^*_i$ for different $f_i$ extracted from one Kmerlight run. The analytical level $w^+ = 9$ is selected most frequently, but Kmerlight often chooses level 8 or 10 to maximize $t^{(w)}_i$. Note that for $3 \leq i \leq 15$ and $i \geq 40$, the values of $f_i$ are low, and thus $t^{(w)}_i$ have a high relative variance. The maximal $t^{(w)}_i$ can thus be reached at levels more distant from $w^+ = 9$.

In order to further demonstrate the similarity of $E(t^{(w)})$ at the levels close to $w^+$, Figure 3 displays the theoretical fractions of empty, collided, and non-empty collision-free counters at different levels of the sketch. Focusing on a single level $w$, let us denote as $p_{cf}$ the probability that a single counter is non-empty and collision-free, $p_c$ the probability that this counter is empty, and $p_e$ the probability that it holds a collision. The number of distinct $k$-mers hashed into one counter ($X$) follows a binomial distribution, $X \sim \text{Bin}(F_0/2^w, 1/r)$, and we can use this distribution to compute $p_{cf} = P[X = 1]$, $p_c = P[X = 0]$, and $p_e = P[X > 1]$. Note that the expected number of non-empty collision-free counters at one level is $E(t_i^{(w)}) = r \cdot p_{cf}$.

The presented settings incidentally represent an unfavorable situation for Kmerlight, because $E(t^{(8)}) \approx E(t^{(9)})$. If there was a greater difference between $E(t^{(w^+)}), E(t^{(w^+ - 1)})$ and $E(t^{(w^+ + 1)})$, Kmerlight would choose the level $w^+$ much more often than the other levels and so it would have a smaller chance of choosing $t^{(w)}_i > E(t^{(w)})$.

Removing bias from estimates of $f_i$. Our observation suggests a simple modification to remove the bias from estimates of $f_i$. In particular, we will use the level $w^+$ that maximizes the expected number of collision-free counters $E(t^{(w)})$, instead of the level $w^*_i$ that maximizes the observed number of collision-free counters $t^{(w)}_i$.

The modified Kmerlight creates sketches and estimates $F_0$ in the same way as the original algorithm. Then using $F_0$ and $r$, it calculates $w^+$, as discussed above. Finally, values of $f_i$ are estimated from the observed counts of collision-free counters at level $w^+$ by equation (3).

Note that we do not prove analytically that this estimator is unbiased. Simplifications in our analysis may cause some small biases in the estimator, but we demonstrate experimentally that the estimator works well on our generated data. In Figure 4, we compare the original and modified Kmerlight in 300 trials of both versions on the same data as in Section 2.2. While the original Kmerlight overestimates $f_i$ significantly, the modified Kmerlight achieves $E(\hat{f}_i) \approx f_i$, without much change in the variance.

2.4 Evaluation of Approximation Variance

In this section, we estimate the variance of $\hat{f}_i$. We will consider estimates obtained at a fixed level $w$ (for example
Recall that \( E(t_i^{(w)}) = f_i/2^w \cdot (1 - 1/r)^{F_0/2^w - 1} \). We will consider \( t_i^{(w)} \) to follow a binomial distribution \( \text{Bin}(f_i, p_s) \), where \( p_s = 1/2^w \cdot (1 - 1/r)^{F_0/2^w - 1} \). This simplification corresponds to a simple sampling process in which we sample each of \( f_i \) k-mers with probability \( p_s \), and we discard each k-mer with probability \( 1 - p_s \). Note that this approach assumes that each k-mer remains collision free independently of others, which is not the case.

Since a random variable following \( \text{Bin}(n, p) \) has variance of \( np(1 - p) \), \( \text{Var}(t_i^{(w)}) = f_i \cdot p_s \cdot (1 - p_s) \). The estimate of \( f_i \) is obtained as \( t_i/p_s \), so

\[
\text{Var}(f_i) = \text{Var}\left( \frac{t_i}{p_s} \right) = \frac{1}{p_s^2} \cdot \text{Var}(t_i) = \frac{f_i \cdot (1 - p_s)}{p_s}
\]  

(5)

**Effect of medians.** Kmerlight chooses the estimate \( \hat{f}_i \) as a median of estimates of \( t \) independent sketches: \( \hat{f}_i = \text{med}(f_i^{(1)}, \ldots, f_i^{(t)}) \). For a continuous random variable with a density function \( f(x) \) and mean \( \bar{x} \), its sample median from a sample of size \( n \) is asymptotically \(^1\) normal:

\[
\text{med}(x) \sim N\left( \bar{x}, \frac{1}{4nf(x)^2} \right).
\]  

(6)

As the binomial distribution of \( t_i^{(w)} \) is a discrete distribution, we will approximate \( \text{Bin}(f_i, p_s) \) with \( N(\mu = f_i p_s, \sigma^2 = f_i p_s (1 - p_s)) \). The density function of normal distribution in its mean \( \mu \) is \( \frac{1}{\sqrt{2\pi}\sigma} \).

Using approximations (5), (6), variance of \( \hat{f}_i \) selected as a median of \( t \) instances can be derived as follows:

\[
\text{Var}(\hat{f}_i) \approx \frac{2\pi}{4t} \cdot \text{Var}(f_i^{(t)}) = \frac{\pi}{2t} \cdot \frac{f_i \cdot (1 - p_s)}{p_s}.
\]  

(7)

**Experiments.** We ran the modified Kmerlight in 300 trials on the data presented in Section 2.2. Figure 5 shows histograms of values of \( \hat{f}_i \) for selected values of \( i \). We compare these histograms with two normal distributions. The best normal fit is a Gaussian with its mean and standard deviation obtained from the observed values of \( \hat{f}_i \). The plotted theoretical prediction uses the exact value of \( f_i \) as its mean and the variance is calculated according to equation (7) using the exact values of \( f_i \) and \( F_0 \).

The quality of normal approximation largely depends on the true value of \( f_i \). According to our approximation, the expected number of counters with value \( i \) at level \( w^+ \) is \( E(t_i) = f_i \cdot p_s \). For this dataset, \( w^+ = 9 \), and thus the sampling probability \( p_s \) is approximately \( 1/2^9 \cdot \frac{1}{2} \approx 1/1000 \) when we use the upper bound from equation (4).

For the lowest values of \( f_i \) (i.e. \( f_6, f_{10} \)), we have \( E(t_i) \) \( < 1 \). So typically no k-mers survive the collisions at level \( w^+ \), and thus \( t_i = 0 \) and \( \hat{f}_i = 0 \). Due to the use of medians, at least one k-mer must survive in at least four instances to produce \( t_i \geq 1 \). As a result, we obtain \( \hat{f}_i = 0 \) in all trials even for \( f_{10} = 140 \). Since the estimates \( \hat{f}_i \) are always zero, our estimates of variances for these \( f_i \) are very imprecise.

If the value \( f_i \) is such that \( E(t_i) \) is around 1 (i.e. \( f_{13}, f_{16} \)), a very small number of k-mers hash into collision-free counters at level \( w^+ \) or \( w^+ \). Therefore the estimator \( \hat{f}_i \) can reach only a limited set of discrete values (\( \hat{f}_i = 0 \) if no k-mer survives collisions, \( \hat{f}_i = 1/p_s \approx 1000 \) if one k-mer is in collision-free counter, \( \hat{f}_i = 2/p_s \approx 2000 \) if two k-mers survive, \ldots), as it can be seen in Figure 5. The approximation with normal distribution is not precise for these values \( f_i \), since the distribution of \( \hat{f}_i \) is clearly discrete.

Finally, for higher \( f_i \), where \( E(t_i) \gg 1 \), the estimator \( \hat{f}_i \) takes on various values, and the approximation with normal distribution seems reasonable, as it can be seen from the bottom row of Figure 5.

We have also applied Kolmogorov-Smirnov tests to test the normality of \( \hat{f}_i \). These tests reject normality for \( f_i < 20,000 \) with our dataset of 300 trials at the significance level of 5%. Overall, we conclude that for sufficiently high values of \( f_i \) the distribution of \( \hat{f}_i \) can be approximated by Gaussian with variance calculated by (7).

Finally we present the comparison of Kmerlight’s variance and its theoretical prediction in Figure 6. In this experiment, our estimate of the standard deviation of Kmerlight’s estimates has error less than 5% even for lower \( f_i \) with values around \( 1000 \approx 1/p_s \), where the normal approximation was still inadequate. The experiment further suggests that an accurate estimate of variance for the lowest values of \( f_i \) < 100 would be zero.

Figure 6 also reveals a difference in variances between the original and modified Kmerlight’s estimates for \( f_i \in (100, 1000) \). The original Kmerlight searches for a level \( w \) that maximizes \( t_i^{(w)} \) so even if only one k-mer with abundance \( i \) survives the collisions at any level of the sketch, Kmerlight will use it to estimate \( \hat{f}_i \). We did not include

---

1 Even for a sample of only 7 observations drawn from the normal distribution, the relative error of this approximation is only about 6% [7].

2 To select values \( i = 6, 10, 13, 16, 32, 23 \), we have sorted the values \( f_i \) and selected each eighth value. We have also included \( f_1, f_2 \), since they differ from other \( f_i \) by orders of magnitude.

---

Figure 6: The blue and orange points show the standard deviation of relative error \( (\hat{f}_i - f_i)/f_i \) of estimates \( \hat{f}_i \) computed by the original and modified Kmerlight respectively in 300 runs on dataset from Section 2.2. The green line represents the approximation of standard deviation calculated using equation (7).
this effect into the variance estimation, hence the estimates for these $f_i$ are not precise for the original Kmerlight.

2.5 Choice of Kmerlight’s Parameters

Sivadasan et al [8] provide theoretical bounds on Kmerlight’s approximation errors, but they do not provide methods for setting parameters in practical scenarios. In this section, we show how to set the parameters in order to achieve relative error bounded by $\varepsilon$ with probability $1 - \delta$, under the assumption that $\hat{f}_i$ is distributed according to the normal approximation derived in the previous section.

We first derive a two-sided prediction interval of $\hat{f}_i$. Let $u\left(\frac{\alpha}{2}\right)$ be the critical value of the normal distribution for significance level $\frac{\alpha}{2}$. By standardization we get $(\hat{f}_i - f_i) / \sigma \sim N(0, 1)$, and so we have

$$P \left[ -u\left(\frac{\alpha}{2}\right) \leq \frac{\hat{f}_i - f_i}{\sigma} \leq u\left(\frac{\alpha}{2}\right) \right] \approx 1 - \alpha.$$

If we set $\varepsilon = u\left(\frac{\alpha}{2}\right) \sigma / f_i$, we obtain the bounds for $\hat{f}_i$:

$$P \left[ (1 - \varepsilon) f_i \leq \hat{f}_i \leq (1 + \varepsilon) f_i \right] \approx 1 - \alpha.$$

To achieve bounded error with probability at least $1 - \delta$ simultaneously for $m$ different values of $i$, we set $\alpha = \delta / m$ following the Bonferroni correction.

Standard deviation $\sigma$ can be calculated by the equation (7) using $F_0, f_i, r, t$. Note that $\sigma$ depends logarithmically on $F_0$ and thus a rough estimate of $F_0$ is sufficient. We restrict the bounded precision only for sufficiently large $f_i$ by setting $f_i = F_0 / \lambda$ ($\lambda = 1000$ for example). The estimates of larger $f_i$ will be even more precise. Finally, by using $\varepsilon = u\left(\frac{\alpha}{2}\right) \sigma / f_i$, we can calculate error bound $\varepsilon$ for a given probability $\delta$ and parameters $r, t, \lambda$. This allows us to efficiently explore various values of $r$; and $t$ and their influence on approximation errors. For example, we can find parameters which minimize the approximation error for a fixed memory limit.

3 Genome Size Estimation

One motivation for computing $k$-mer abundance histograms from sequencing data is to obtain genome size estimates. Here we use CovEst software [2] developed in our group to compare the accuracy of genome size estimates produced from the exact and approximate histograms.

We use data generated as described in Section 2.2, but we vary parameters $L$ (genome size), $c$ (genome coverage by reads), $e$ (sequencing error rate). For each set of genome parameters $(c, e, L)$ we have generated 50 data sets. Then we computed the exact histogram using Jellyfish software [4] and two approximate histograms using the original and the modified version of Kmerlight. Finally we ran CovEst on these three histograms using the model without repeats, and we collected three estimates of coverage $\hat{c}, \hat{c}_{ok}, \hat{c}_{mk}$. In all experimental results, we focus on the estimates of coverage $\hat{c}$. By dividing the sum of lengths of all reads by $\hat{c}$, we can obtain estimates of genome size $\hat{L}$.

In the first experiment (top row of Figure 7) we investigate the effect of increasing sequencing error rates on the accuracy of coverage estimates. On exact histograms, CovEst produces unbiased estimates of coverage with their variance increasing with error rate. Estimates based on approximate histograms are clearly less accurate but still achieve a relatively good precision.

Mean errors are consistently lower for modified Kmerlight than the errors of the original Kmerlight. Pair Student’s t-tests reject hypotheses $mean(\hat{c}_{ok} - \hat{c}_{mk}) = 0$ for three of four presented datasets, with exception of the dataset with $e = 0.05$ where the $p$-value is 0.3. Thus we conclude that the estimates based on modified Kmerlight’s histograms are significantly better than the estimates based on original Kmerlight’s histograms. With modified Kmerlight, CovEst produces estimates with all errors bounded by 0.4%, 1%, 4%, 15% for sequencing error rates of 0, 0.01, 0.05, 0.1 respectively, and we consider these estimates sufficiently accurate.
Figure 7: Distributions of coverage estimate errors $\hat{c} - c$ for different parameters. Each boxplot represents 50 estimates of the coverage on different generated genomes. Blue, orange and green boxes describe the estimate errors with Jellyfish, original Kmerlight and modified Kmerlight used to compute the $k$-mer abundance histogram. Note that vertical axes use different scales since the values span across multiple orders of magnitude in different datasets. As the default parameters, we use $L = 10^6$, $c = 10$ and $e = 0.01$. In each experiment, we altered the value of one parameter, keeping the other two fixed. Top row: different error rates, middle row: different coverage values, bottom row: different genome sizes.
In the second experiment (middle row of Figure 7), we study the accuracy for different genome coverage values. All CovEst estimates $\hat{c}_j$ in our experiment range in 30%, 6%, 0.3%, < 0.1% intervals around the true coverage for coverages of 0.5, 2, 10 and 50. The variance of $\hat{c}_j$ is comparable to variance of $\hat{c}_{ok}, \hat{c}_{mc}$ for two lower coverages, but with increasing coverage, estimates based on approximate histograms become less accurate. However, since the maximal errors reach values of only 0.3, which is less than 1% of the true coverage $c = 50$, we also consider these estimates as useful. Modified Kmerlight significantly outperforms the original Kmerlight on all four presented datasets (verified by t-tests).

Finally, with increasing genome size (bottom row of Figure 7), CovEst’s estimates become more precise on the exact histograms, and estimates on approximated histograms maintain a roughly constant precision for the examined genome sizes. As the coverage estimate errors are bounded by 1% for all datasets, we also consider the approximate histograms sufficiently accurate for the genome size estimation. Modified Kmerlight reaches smaller mean error on the two smaller genomes than the original Kmerlight.

4 Conclusion

In this paper, we have studied the character of approximation errors in the $k$-mer approximation histograms produced by Kmerlight [8]. We have discovered that Kmerlight’s estimates of $\hat{f}_i$ are biased towards higher values and provided a new estimate without this bias. We have demonstrated that for sufficiently large values of $f_i$, the distribution of estimates can be well approximated by a normal distribution. This approximation can be used to tune the parameters of the method.

We have also demonstrated that approximate histograms produced by Kmerlight are sufficiently accurate to produce reasonable estimates of genome size, and that for most settings our modified version of Kmerlight leads to more accurate genome size estimation than the original Kmerlight. An important avenue for further research is to compare the accuracy CovEst results on real sequencing data.

The use of approximate histograms allows significant reduction in memory; for example for genome size $L = 10^8$, coverage $c = 50$ and error rate $e = 0.1 (F_0 = 3.6 \times 10^4)$, Kmerlight can produce an approximate histogram in only 83MB of memory, whereas Jellyfish needs 34Gb.

Note that our modified Kmerlight uses only one of 64 Kmerlight’s levels to compute estimates for all $f_i$, so it naively seems that we could maintain only this level and reduce the memory consumption by a factor of 64. However, our version still uses the full 64 levels to compute $F_0$, which is needed to find the desired level $w^n$. We could try to estimate $F_0$ separately, particularly, if two passes over the data are allowed. For example, we could roughly guess $F_0$ from the size of sequencing data and use fewer levels. It might be also sufficient to estimate $F_0$ with smaller hash tables. We did not inquire deeper into this topic, but we believe that by such techniques the memory consumption could be further decreased by a significant factor.

Also note that the $k$-mer abundance histogram and many algorithms used for its computation can be generalized to a histogram of any input items. Thus the applicability of this topic goes beyond the field of bioinformatics.
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Abstract: E-shop data extraction requires all detail pages of products to be crawled. To maintain extracted data actual, the crawling needs to be periodical. E-shops contain many irrelevant pages such as ads, basket or contact information that are good to avoid during a crawling process. This paper presents a focused web crawling method based on an analysis of a previous initial crawling that eliminates irrelevant paths from the following crawls of the e-shop. The method preserves the ability to collect all products of all product domains, even the new ones.

1 Introduction

Focused crawling is a common way to search and collect data relevant to user’s needs on the web. The scope of project Kapsa [1] is to retrieve information about e-shop products by crawling and extracting, and presenting them in unified form, which simplifies user’s choice of preferred product. This paper focuses on the beginning of the process, i.e. crawling and extracting products data from e-shops.

Crawling all objects (HTML files, images, scripts, CSS files ...) from e-shop portal generates quite extensive data traffic. Polite crawling handles this issue by downloading speed restriction. Polite crawling of even small complete e-shop can easily take more than one hour.

The aim of our crawling is not retrieving all pages of the e-shop, just the pages that contain detail data about products. Any other downloaded page increases crawling time and e-shop’s traffic.

To extract the most detailed information about a product on e-shop, the crawler needs to navigate itself to product’s detail page. Detail page usually contains product name, price, photos, product properties, product description, customer reviews, etc. Useful property of detail pages is, that they usually have uniform design, different from any other page on e-shop. Thus the identification of a detail page can be done by few simple rules applicable for every product on e-shop: presence of an element on special position of the HTML source (product name, price tag, product image, etc.) and/or special URL form. These rules can be easily created by administrator together with data extraction rules in annotation web browser extension Exago [2]. We believe that automatic content based detection of detail page is also possible, but we didn’t focus on it.

Product prices are changing in time, some products can be removed form an e-shop, new products can be added and sometimes a completely new product domain can be inserted to an e-shop portfolio. To keep data about offered products actual, crawling of e-shops needs to be periodical.

The naïve approach to decrease the amount of pages of periodical crawling, would be to remember URLs of all detail pages of an e-shop and download them the next time. This approach decreases the amount of downloaded pages drastically. On the other hand, new products and product domains would not be detected, which is undesirable.

To retrieve all offered products and product domains, the crawling method must fetch also webpages containing lists of products as well as webpages that lead to them. We call these pages, together with detail pages, the relevant pages. All other pages and objects are irrelevant and we want to avoid downloading them.

Navigation through relevant pages can be configured by a set of manually created rules too. This approach is typical for most web scrapers. Manual creation of such navigation rules is usually not an easy task, if we want all relevant pages to be downloaded.

In this paper we present our automatic approach to crawl all relevant pages based on analysis of initial complete crawl of an e-shop. Following crawlings of the e-shop navigates on every relevant page excluding irrelevant pages, until e-shop design is changed. The changed design is easily detected, because the original extraction rules cease to function. In this case, crawler can switch to classic crawling approach and inform administrator that the extraction rules need to be changed.

2 Related Work

Focused crawling systems are usually designed to collect web pages with a certain topic. Such crawlers guess the relevance of the page based on anchor texts and PageRank and prioritize the URLs to crawl like in [4,7]. These crawlers do not care about site map.

Methods based on context graphs [12], learning automata [8] and Hidden Markov Models (HMM) [5,6] analyzes downloaded pages with classifiers and set the priority of all URLs found on them uniformly, based on score of the page. The classifiers give high rates to the pages that are similar to pages that led to desired goals. The position of the links on the page is not considered.

The method in [9] analyzes the relevance of parts of downloaded pages separately using their HTML structure position and prefers the URLs found in relevant parts of the pages.

Periodical crawling research is mainly focused on estimation of frequency of repeatable crawls to maintain up-to-date data [10].

The combined task of downloading and extracting data from web pages is called Web scrapping. There are a lot of web scrapers on the market. We haven’t found any web scraper, which cooperates with optimized crawling as the one, presented in this paper.

3 Initial Crawling and Its Analysis

Project Kapsa uses a modification of open source web crawler Crawler4j [3]. It’s a multithreaded crawler written in Java. If there is a need to simulate clicks and/or scrolling
actions on the web page (page content is changed by JavaScript calls), Selenium-WebDriver is used.

Crawling is configured by wrapper – the result of annotation process in web browser extension Exago [2]. Wrapper consists of the following data:

- **seed URL**, which is the starting page of the crawling process, usually the home page,
- detail page identification rules, and
- product data extraction rules.

The detail page identification rules are a combination of XPaths or/and regular expressions. XPath can localize an element or elements on a web page and regular expression can locate special substrings of the element content. Regular expressions are also applicable to URL. Each rule can be set to be mandatory (the rule must match) or forbidden (the rule may not match).

Initial crawling starts on seed URL and navigates to every object of the same domain recursively. Unlike the standard crawling, we do not store downloaded pages. Every page is checked to be detail page. Detail pages are sent to Extractor module that extracts all product details and stores them to storage. If the page is not a detail page, the crawler analyzes the page source to extract all links together with their XPath position on the page. It is important to note, that every URL is downloaded only once, even if it is present on many pages.

It is usual that there are links to other products on detail pages, typically they are recommended using collaborative filtering (“people that bought this also bought:” section). Our method does not analyze source of detail pages for new URL links on them. There are two main reasons for that:

- All products on a common e-shop are accessible from some product list page, i.e. a page containing list of links to subset of products. It is highly unlikely that there would be some product on e-shop accessible only from other product detail page.
- The navigation graph would contain more edges with no positive effect. With some effort a situation can be found, when we can eliminate a download of some product list page, because all products on it are

![Figure 1: Initial crawling graph of a fictive e-shop http://e-shop.sk. Black vertexes represent relevant pages, white vertex represents a sample of irrelevant pages. Elements on pages containing links to other pages are represented as outgoing edges, labeled with XPath localization of the elements, heading to those pages.](image1)

![Figure 2: DAG with relevant pages and relevant XPaths extracted from the graph in Figure 1 in bottom-up analysis.](image2)
accessible from other detail pages, but this can be only temporary status. If a new product would be added, it could be missed out in the next crawl.

The results of the initial crawling are extracted products and a directed graph of the e-shop links. Edges are labeled by XPaths that leads to HTML elements where the link was found. Detail pages have no outgoing edges – thus they are leafs of the graph.

3.1 Bottom-up Analysis: Creation of DAG with Relevant Pages and Relevant Links

When the whole e-shop is crawled and all products are extracted, the analysis of collected crawling data prepares the next optimized crawling, which usually takes place a few days later.

Bottom-up analysis creates a reduced graph that contains only vertexes with relevant pages. This graph is always a directed acyclic graph (DAG).

The analysis follows edges of the initial crawling graph in opposite direction.

- Initial step: every detail page vertex is added to a result graph.
- Iteration step: Let B be a set of all vertexes added in the previous step. Let A be a set of all vertexes, not present in a result graph, which have an outgoing edge to any vertex in B. Add set A and edges from A to B to the result graph.
- The iteration stops, if DAG contains seed_URL or no vertexes were added in the previous step, i.e. set A was empty.

Since we do not add all outgoing edges of vertexes in set A, just the ones that lead to vertexes in B, no cycle can be present in the result graph.

Unfortunately, this graph is not necessarily connected. We need a connected graph to reach every detail page by navigation from seed_URL. Therefore, in the final step:

- Let M be a set of all vertexes in DAG with no incoming edges. Add all edges and vertexes on the shortest paths in from seed_URL to every vertex in M in original graph to result DAG.

3.2 Generalization of Relevant XPaths on Relevant Pages

During the initial crawling, each visited web page, except the detail pages, is processed to localize URL links in the HTML source. For every element containing URL, the pair of URL and XPath localizing the element in HTML is stored. Bottom-up analysis divides pages and XPaths to relevant and irrelevant. Fig. 3 shows a print screen of e-shop www.rajdazdnikov.sk. Links to relevant pages are encircled by light gray oval and irrelevant ones by a dark gray oval. When crawling, we want to follow every relevant link and no irrelevant links.

If we look at the elements of relevant links, we can see that some of them have very similar XPaths. This is, because they are presented to user in repeating structures,
typically in lists. On Fig. 3 we can see four XPaths of elements with links heading to detail pages of umbrellas. The XPaths differ only in numbers in the last brackets. When we remove the brackets with the numbers, the resulting single generalized XPath localizes all four elements. This generalized XPath will localize all products on any page of the same HTML template, even if it contains less or more products.

Input for the algorithm that extracts generalized XPaths, is a list of XPath-URL pairs of relevant links found on the page. First, the pairs are divided to clusters of pairs, which differ only in one number between brackets on the same position. This is done by iterative partial clustering based on the longest common prefix. Finally, in each cluster, the different numbers and surrounding brackets of XPaths are removed resulting in a single generalized XPath for the cluster.

3.3 Top-Down Analysis: Creation of Generalized XPaths Graph

Having the algorithm that computes a list of generalized XPaths, we can run the algorithm on each relevant page of the DAG except the detail pages. The result is the modified DAG that has all edge labels replaced by generalized versions of the previous XPaths.

There is an important observation that pages accessible by the same generalized XPath, are all detail pages, or they all have (almost) equal set of generalized XPaths on them. This is because the objects accessible from the same list structure are logically of the same type (typically, they are all products, or all of them are product domains with list of products).

Sometimes, children of the same parent in the DAG do not have exactly the same set of generalized XPaths. Usually, some of the generalized XPaths are common, and some of them are missing on few of them. Pagination of the list is usually the reason. Some product domains are large and require paginated list of products and some are so small, that all products can fit into one page, therefore pagination links list and its generalized XPath are missing.

If there are only two pagination pages in product domain, there is only one XPath in its own cluster of similar XPaths and no generalization inside the cluster is possible. In this case the XPath has an extra pair of brackets with a number in it, when compared to corresponding generalized XPath in page’s siblings in DAG. The more specific XPath (with extra brackets) can be replaced by more general one from its siblings.

Many times, the parent in DAG has equal (sub)set of generalized XPaths as some of its children, typically they are all lists of products.

The analysis of DAG goes from the root of DAG that is the seed_URL (usually the home page of the e-shop) using breadth-first traverse. In every vertex, we obtain the pairs of generalized XPaths and clusters of vertexes reachable by them. Vertexes in each cluster have computed their own generalized XPaths. The generalized XPaths of vertexes in cluster are unified with each other and possibly with parent vertex, if they have at least half of generalized XPath unifiable.

Next, a hash of the set of its generalized XPaths is computed and stored in each vertex. If the vertex corresponds to detail page, the hash’s value is set to 0.

Finally, the generalized crawling graph is created. This is done by unification of the vertexes having the same hash. This graph has usually at least one edge heading to the same vertex.

Consider the DAG on Figure 2. The analysis starts with seed_URL http://e-shop.sk. Since it has only one outgoing edge, no generalization is possible, and the analysis goears to vertex http://e-shop.sk/tables. This vertex has two outgoing edges, but not unifiable, so it has two pairs of generalized XPaths and set of vertexes reachable by them: {
  \{</*[class="pagination"]//span[1]/a, {http://e-shop.sk/tables/page2}\}\}. The first pair has detail page in the cluster, so the analysis continues with the second pair. Vertex http://e-shop.sk/tables/page2 has only one pair of generalized XPath and set of vertexes reachable by it: {
  \{<//li/a, {http://e-shop.sk/tablet_11, http://e-shop.sk/tablet_12}\}\}. Then we try to unify this pair with pairs in parent vertex, which is successful resulting in pairs for both vertexes: {
  \{</*[class="pagination"]//span[1]/a, {http://e-shop.sk/tables/page2}\}\}. Finally each vertex computes hash of its generalized XPaths. The clusters in pairs are replaced by the hash of their representatives which creates the edges of the final generalized crawling graph as depicted in Fig. 4.

The final generalized crawling graph is stored as a configuration for the next focused crawlings of the e-shop.

3.4 Crawling with Generalized Crawling Graph

Having the generalized crawling graph, the traversal through the e-shop uses it as a finite-state automaton. Crawling starts at start state of the automaton and the seed_URL. On each downloaded page, all generalized XPaths of the outgoing edges are computed. Found URLs are scheduled to be downloaded together with the state on the end of the corresponding edge.

4 Conclusions

We have tested our approach on two e-shops so far: peazenkyshop.sk and rajdazdnikov.sk. The results of our experiments are in the table below:
Table 1. Number of all pages vs. number of pages downloaded by crawling with generalized crawling graph

<table>
<thead>
<tr>
<th>e-shop</th>
<th>#products</th>
<th>#pages</th>
<th>#downloaded</th>
</tr>
</thead>
<tbody>
<tr>
<td>penazenkyshop.sk</td>
<td>512</td>
<td>2730</td>
<td>1966</td>
</tr>
<tr>
<td>rajdazdnikov.sk</td>
<td>265</td>
<td>303</td>
<td>290</td>
</tr>
</tbody>
</table>

We can see that number of downloaded pages decreased to 72% resp. 96% in our tests. The tests showed that focused crawling is faster than initial crawling and the same set of detail pages was downloaded, which is our goal.

We showed that our automatic creation of crawling strategy is sufficient to eliminate irrelevant pages and download all detail pages.

This work was supported by the Agency of the Slovak Ministry of Education for the Structural Funds of the EU, under project CeZIS, ITMS: 26220220158
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Abstract: Following some previous studies on list automata and restarting automata, we introduce a generalized and refined model – the h-lexicalized restarting list automaton (LxRLAW). We argue that this model is useful for expressing transparent variants of lexicalized syntactic analysis, and analysis by reduction in computational linguistics. We present several subclasses of LxRLAW and provide some variants and some extensions of the Chomsky hierarchy, including the variant for the lexicalized syntactic analysis. We compare the input languages, which are the languages traditionally considered in automata theory, to the so-called basic and h-proper languages. The basic and h-proper languages allow stressing the transparency of h-lexicalized restarting automata for a superclass of the context-free languages by the so-called complete correctness preserving property. Such a type of transparency cannot be achieved for the whole class of context-free languages by traditional input languages. The transparency of h-lexicalized restarting automata is illustrated by two types of hierarchies which separate the classes of infinite and the classes of finite languages by the same tools.

1 Introduction

Chomsky introduced his well-known hierarchy of grammars to formulate the phrase-structure (immediate constituents) syntax of natural languages. However, the syntax of most European languages (including English) is often considered as a lexicalized syntax. In other words, the categories of Chomsky are bound to immediate constituents (phrases), while by lexicalized syntax they are bound to individual word-forms. In order to give a general theoretical basis for lexicalized syntax that is comparable to the Chomsky hierarchy, we follow some previous studies of list and restarting automata (see [1, 4, 5, 13]) and introduce a generalized and refined model that formalizes lexicalization in a natural way – the h-lexicalized restarting list automaton with a look-ahead window (LxRLAW).

We argue that, through the use of restarting operations and basic and h-proper languages, this new model is better suited for modeling (i) lexicalized syntactic analysis (h-syntactic analysis) and specially (ii) (lexicalized) analysis by reduction of natural languages (compare [6, 7]).

Analysis by reduction is a technique for deciding the correctness of a sentence. It is based on a stepwise simplification by reductions preserving the (in)correctness of the sentence until a short sentence is obtained for which it is easy to decide its correctness. Restarting automata were introduced as an automata model for analysis by reduction. While modeling analysis by reduction, restarting automata are forced to use very transparent types of computations. Nevertheless, they still can recognize a proper superset of the class of context-free languages (CFL). The first observation, which supports our argumentation, is that LxRLAW allow characterizations of the Chomsky hierarchy for classes of languages and for h-syntactic analysis as well.

An LxRLAW M is a device with a finite state control and a read/write window of a fixed size. This window can move in both directions along a tape (that is, a list of items) containing a word delimited by sentinels. The LxRLAW-automaton M uses an input alphabet and a working alphabet that contains the input alphabet. Lexicalization of M is given through a morphism which binds the individual symbols from the working alphabet to symbols from the input alphabet. M can decide (in general non-deterministically) to rewrite the contents of its window: it may delete some items from the list (moving its window in one or the other direction), insert some items into the list, and/or replace some items. In addition, M can perform a restart operation which causes M to place its window at the left end of the tape, so that the first symbol it contains is the left border marker, and to reenter its initial state.

In the technical part we adjust some known results to results on several subclasses of LxRLAW that are obtained by restricting its set of operations to certain subsets, and we also provide some variants and extensions of the Chomsky hierarchy of languages. E.g., an LxRLAI uses an input alphabet only.

We recall and newly introduce some constraints that are suitable for restarting automata, and we outline ways for new combinations of constraints, and more transparent computations.
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Section 2 contains the basic definitions. The characterizations of the Chomsky hierarchy by certain types of LxRLAW is provided in Section 3.

In Section 4 we introduce RLWW-automata as a restricted type of LxRLAW and give several new constraints for them. By the basic and h-proper languages we show the transparency of h-lexicalized restarting automata through the so-called complete correctness preserving property. Using the new constraints and the basic and h-proper languages, we are able to separate classes of finite languages in a similar way as the classes of infinite languages and establish in this way new hierarchies, which can create a suitable tool for the classification of syntactic phenomena for computational linguistics. The paper concludes with Section 5.

2 Definitions

In what follows, we use \(\mathbb{C}\) to denote the proper subset relation. Further, we will sometimes use regular expressions instead of the corresponding regular languages. Finally, throughout the paper \(\lambda\) will denote the empty word and \(\mathbb{N}_+\) will denote the set of all positive integers.

An h-lexicalized two-way restarting list automaton, LxRLAW for short, is a one-tape machine \(M = (Q, \Sigma, \Gamma, q, S, q_0, \delta, h)\), where \(Q\) is the finite set of states, \(\Sigma\) is the finite input alphabet, the symbols \(\Sigma, S \not\subseteq \Gamma\) are the markers for the left and right border of the work space, respectively, \(h : \Gamma \cup \{q, S\} \to \Sigma \cup \{q, S\}\) is a mapping creating a (letter) morphism from \(\Gamma^*\) to \(\Sigma^*\) such that, for each \(a \in \Sigma \cup \{q, S\}\), \(h(a) = a; q_0 \in Q\) is the initial state, \(k \geq 1\) is the size of the read/write window, and

\[
\delta : Q \times \mathcal{P} \mathcal{C}^\leq k \to \\
\mathcal{P}(Q \times \{(MV, MV) \cup \{W(v), SR(v), SL(v), I(v)\}) \cup \{Restart, Accept, Reject\})
\]

is the transition relation. Here \(\mathcal{P}(S)\) denotes the powerset of a set \(S\),

\[
\mathcal{P} \mathcal{C}^\leq k := (\{q \cdot \Gamma^{k-1}\}) \cup \Gamma^k \cup (\Gamma^{\leq k-1} \cdot S) \cup (q \cdot \Gamma^{\leq k-2} \cdot S),
\]

is the set of possible contents of the read/write window of \(M\), and \(v \in \mathcal{P} \mathcal{C}^{\leq n}\), where \(n \in \mathbb{N}\).

According to the transition relation, if \(M\) is in state \(q\) and sees the string \(u\) in its read/write window, it can perform nine different steps, where \(q' \in Q\):

1. A move-right step \((q, u) \to (q', MVR)\) assumes that \((q', MVR) \in \delta(q, u)\) and \(u \not\subseteq S\). It causes \(M\) to shift the read/write window one position to the right and to enter state \(q'\).

2. A move-left step \((q, u) \to (q', MLV)\) assumes that \((q', MLV) \in \delta(q, u)\) and \(u \not\subseteq \cdot \cdot \Gamma^k \cdot \{q, S\}\). It causes \(M\) to shift the read/write window one position to the left and to enter state \(q'\).

3. A rewrite step \((q, u) \to (q', W(v))\) assumes that \((q', W(v)) \in \delta(q, u)\), \(|v| = |u|\), and the sentinels are at the same positions in \(u\) and \(v\) (if at all). It causes \(M\) to replace the contents \(u\) of the read/write window by the string \(v\), and to enter state \(q'\). The head does not change its position.

4. An S-right step \((q, u) \to (q', SR(v))\) assumes that \((q', SR(v)) \in \delta(q, u)\), \(v\) is shorter than \(u\), containing all sentinels in \(u\). It causes \(M\) to replace \(u\) by \(v\) and to enter state \(q'\); the new position of the head is on the first item of \(v\) (the contents of the window is thus ‘completed’ from the right; the positional distance to the right sentinel decreases).

5. An S-left step \((q, u) \to (q', SL(v))\) assumes that \((q', SL(v)) \in \delta(q, u)\), \(v\) is shorter than \(u\), containing all sentinels in \(u\). It causes \(M\) to replace \(u\) by \(v\), to enter state \(q'\), and to shift the head position by \(|u| - |v|\) items to the left – but to the left sentinel \(q\) at most (the contents of the window is ‘completed’ from the left; the distance to the left sentinel decreases if the head position was not already at \(q\)).

6. An insert step \((q, u) \to (q', I(v))\) assumes that \((q', I(v)) \in \delta(q, u)\), \(u\) is a proper subsequence of \(v\) (keeping the obvious sentential constraints). It causes \(M\) to replace \(u\) by \(v\) (by inserting the relevant items), and to enter state \(q'\). The head position is shifted by \(|v| - |u|\) to the right (the distance to the left sentinel increases).

7. A restart step \((q, u) \to \text{Restart}\) assumes that \(\text{Restart} \in \delta(q, u)\). It causes \(M\) to place its read/write window onto the left end of the tape, so that the first symbol it sees is the left border marker \(q\), and to reenter the initial state \(q_0\).

8. An accept step \((q, u) \to \text{Accept}\) assumes that \(\text{Accept} \in \delta(q, u)\). It causes \(M\) to halt and accept.

9. A reject step \((q, u) \to \text{Reject}\) assumes that \(\text{Reject} \in \delta(q, u)\). It causes \(M\) to halt and reject.

A configuration of \(M\) is a string \(\alpha q \beta\) where \(q \in Q\), and either \(\alpha = \lambda\) and \(\beta \in \{q\} \cdot \Gamma^* \cdot \{S\}\) or \(\alpha \in \{q\} \cdot \Gamma^* \cdot \{S\}\); here \(q\) represents the current state, \(\alpha \beta\) the current contents of the tape, and it is understood that the head scans the first \(k\) symbols of \(\beta\) or all of \(\beta\) when \(|\beta| < k\). A restarting configuration is of the form \(q_0 q_0 w \cdot s\), where \(w \in \Gamma^*\); if \(w \in \Gamma^*\), then \(q_0 w \cdot s\) is an initial configuration. We see that any initial configuration is also a restarting configuration. Any restart transfers \(M\) into a restarting configuration.

In general, the automaton \(M\) is non-deterministic, that is, there can be two or more steps (instructions) with the same left-hand side \((q, u)\), and thus, there can be more than one computation for an input word. If this is not the case, the automaton is deterministic.
A computation of $M$ is a sequence \( C = C_0, C_1, \ldots, C_j \) of configurations, where $C_0$ is an initial configuration and $C_{i+1}$ is obtained by a step of $M$ from $C_i$, for all $0 \leq i < j$.

An input word $w \in \Sigma^*$ is accepted by $M$, if there is a computation which starts with the initial configuration $q_0 w S$ and ends by executing an Accept instruction. By $L(M)$ we denote the language consisting of all input words accepted by $M$; we say that $M$ accepts the input language $L(M)$.

A basic (or characteristic, or working) word $w \in \Gamma^*$ is accepted by $M$, if there is a computation which starts with the restarting configuration $q_0 w S$ and ends by executing an Accept instruction. By $L_C(M)$ we denote the language consisting of all basic words accepted by $M$; we say that $M$ accepts the basic (characteristic) language $L_C(M)$.

Further, we take $L_{hp}(M) = \{ h(w) \in \Sigma^* \mid w \in L_C(M) \}$, and we say that $M$ recognizes (accepts) the h-proper language $L_{hp}(M)$.

Finally, we take $L_h(M) = \{ (h(w), w) \mid w \in L_C(M) \}$ and we say that $M$ determines the h-syntactic analysis $L_h(M)$.

We say that, for $x \in \Sigma^*$, $L_h(M,x) = \{ (x,y) \mid y \in L_h(M), h(y) = x \}$ is the h-syntactic analysis for $x$ by $M$. We see that $L_h(M,x)$ is non-empty only for $x \in L_{hp}(M)$.

In the following we only consider finite computations of LxRLAW-automata, which finish either by an accept or by a reject operation.

An LxRLAI $M$ is an LxRLAW for which the input alphabet and the working alphabet are equal.

Fact 1. (Equality of Languages for LxRLAI-automata). For each LxRLAI-automaton $M$, $L(M) = L_C(M) = L_{hp}(M)$.

- Cycles, tails: Any finite computation of an LxRLAW-automaton $M$ consists of certain phases. Each phase starts in a restarting configuration. In a phase called a cycle, the window moves along the tape performing non-restarting operations until a Restart operation is performed and thus a new restarting configuration is reached. If after a restart configuration no further restart operation is performed, any finite computation necessarily finishes in a halting configuration – such a phase is called a tail.

- Cycle-rewriting: We use the notation $q_0 w S \vdash^*_M q_0 v S$ to denote a cycle of $M$ that begins with the restarting configuration $q_0 w S$ and ends with the restarting configuration $q_0 v S$. Through this relation we define the relation of cycle-rewriting by $M$. We write $u \Rightarrow^*_M v$ iff $q_0 u S \vdash^*_M q_0 v S$ holds. The relation $u \Rightarrow^*_M v$ is the reflexive and transitive closure of $u \Rightarrow^*_M v$.

We point out that the cycle-rewriting is a very important feature of LxRLAW.

- Reductions: If $u \Rightarrow^*_M v$ is a cycle-rewriting by $M$ such that $|u| > |v|$, then $u \Rightarrow^*_M v$ is called a reduction by $M$.

2.1 Further Refinements on LxRLAW

Here we introduce some constrained types of rewriting steps which assume $q, q' \in Q$ and $u \in \mathcal{P} \subseteq \mathbb{C}^k$.

A delete-right step $(q, u) \rightarrow (q', DR(v))$ is an S-right step $(q, u) \rightarrow (q', SR(v))$ such that $v$ is a proper subsequence of $u$, containing all the sentinels from $u$ (if any).

A delete-left step $(q, u) \rightarrow (q', DL(v))$ is an S-left step $(q, u) \rightarrow (q', SL(v))$ such that $v$ is a proper subsequence of $u$, containing all the sentinels from $u$ (if any).

A contextual-left step $(q, u) \rightarrow (q', CL(v))$ is an S-left step $(q, u) \rightarrow (q', SL(v))$, where $u = v_1 u_1 v_2 u_2 v_3$ and $v = v_1 v_2 v_3$ for some $v_1, u_1, v_2, u_2, v_3$, such that $v$ contains all the sentinels from $u$ (if any).

A contextual-right step $(q, u) \rightarrow (q', CR(v))$ is an S-right step $(q, u) \rightarrow (q', SR(v))$, where $u = v_1 u_1 v_2 v_3 v$ and $v = v_1 v_2 v_3$ for some $v_1, u_1, v_2, v_3$, such that $v$ contains all the sentinels from $u$ (if any).

Note that the contextual-right step is not symmetrical to the contextual-left step. We will use this fact in Section 4.

The set $OG = \{ ML, MVR, W, SL, SR, DR, DL, CR, CL, \text{ Restart} \}$ represents the set of types of steps, which can be used for characterizations of subclasses of LxRLAW. This set does not contain the symbols Accept and Reject, corresponding to halting steps, as they are used for all LxRLAW-automata. Let $T \subseteq OG$. We denote by $T$-automata the subset of LxRLAW-automata which only use transition steps from the set $T \cup \{ \text{Accept, Reject} \}$. For example, $\{ MVR, W \}$-automata only use move-right steps, W-steps, Accept steps, and Reject steps.

Notations. For brevity, the prefix det- will be used to denote the property of being deterministic. For any class $\mathcal{A}$ of automata, $\mathcal{L}(\mathcal{A})$ will denote the class of input languages that are recognized by automata from $\mathcal{A}$, $\mathcal{L}_C(\mathcal{A})$ will denote the class of basic languages that are recognized by automata from $\mathcal{A}$, and $\mathcal{L}_{hp}(\mathcal{A})$ will denote the class of h-proper languages that are recognized by automata from $\mathcal{A}$. Moreover, $\mathcal{L}_h(\mathcal{A})$ will denote the class of h-syntactic analyses that are determined by automata from $\mathcal{A}$. Let us note that we use the more simple notation $\mathcal{L}_p(\mathcal{A})$ in [15] and other papers in a different sense than the denotation $\mathcal{L}_{hp}(\mathcal{A})$ here.

For a natural number $k \geq 1$, $\mathcal{L}(k-\mathcal{A})$ ($\mathcal{L}_C(k-\mathcal{A})$ or $\mathcal{L}_{hp}(k-\mathcal{A})$) will denote the class of input (basic or h-proper) languages that are recognized by those automata from $\mathcal{A}$ that use a read/write window of size $k$.

- Monotonicity of Rewritings. We introduce various notions of monotonicity as important types of constraints for computations of LxRLAW-automata.

Let $M$ be an LxRLAW-automaton, and let $C = C_0, C_{k+1}, \ldots, C_j$ be a sequence of configurations of $M$, where $C_{i+1}$ is obtained by a single transition step of $M$ from $C_i$, $k \leq i < j$. We say that $C$ is a sub-computation of $M$.

Let $RW \subseteq \{ W, SR, SL, DR, DL, CR, CL, \text{ Restart} \}$. Then we denote by $W(C, RW)$ the maximal (scattered) sub-sequence
of $C$, which contains those configurations from $C$ that correspond to $RW$-steps (that is, those configurations in which a transition step of one of the types from the set $RW$ is applied). We say that $W(C, RW)$ is the working sequence of $C$ determined by $RW$.

Let $C$ be a sub-computation of an LxRLAW-automaton $M$, and let $C_w = \delta q_0 \beta \gamma \delta q_1 \beta_1 \gamma_1 \ldots \beta_n \gamma_n$ be a configuration from $C$. Then $\beta | \gamma$ is the right distance of $C_w$, which is denoted by $D_r(C_w)$, and $| \alpha | \beta$ is the left distance of $C_w$, which is denoted by $D_l(C_w)$.

We say that a working sequence $W(C, RW) = (C_1, C_2, \ldots, C_n)$ is $RW$-monotone (or $RW$-right-monotone) if $D_l(C_1) \geq D_l(C_2) \geq \ldots \geq D_l(C_n)$.

A sub-computation $C$ of $M$ is $RW$-monotone if $W(C, RW)$ is $RW$-monotone. If we write (right-)monotone, we actually mean $\langle W, SR, SL, DR, DL, CR, CL, l \rangle$-right-monotone, that is, monotonicity with respect to any type of (allowed) rewriting and inserting for the corresponding type of automaton. By completely-(right-)monotone, we actually mean monotone with respect to each configuration of the computation.

For each of the prefixes $X \in \{ RW, \lambda \}$, completely we say that $M$ is $X$-monotone if each of its (sub)computations is $X$-monotone.

**Fact 2.** Let $M$ be an $\{ MVR, SR, SL, W, l \}$-automaton. Then $M$ is completely-monotone.

**Remark on PDA.** It is not hard to see that a $1-\{ MVR, SR, SL, W, l \}$-automaton is a type of normalized pushdown automaton. The top of the pushdown is represented by the position of the head, and the content of the pushdown is represented by the part of the tape between the left sentinel and the position of the head. In fact, in a very similar way the pushdown automaton was introduced by Chomsky. A $k-\{ MVR, SR, SL, W, l \}$-automaton can be interpreted as a pushdown automaton with a $k$-lookahead, and with a limited look under the top of the pushdown at the same time. (det-)JPDA$^\dagger$s can be simulated even by (det-)1-\{MVR,SL,W\}-automata. In the following, we will consider the automata which fulfill the condition of completely-right-monotonicity for pushdown automata (PDA).

## 3 Characterizations of the Chomsky Hierarchy

We transform and enhance some results from [1, 5] concerning input languages to basic and h-proper languages. $\det\{ MVR \}$- and $\{ MVR \}$-automata work like deterministic and nondeterministic finite-state automata, respectively. The only difference is that such automata can accept or reject without visiting all symbols of an input word. Nevertheless, these automata can be simulated by deterministic and nondeterministic finite-state automata, respectively, which instead of an Accept-step enter a special accepting state in which they scan the rest of the input word. Since the regular languages are closed under homomorphisms, we have the following proposition.

**Proposition 3.** For $X \in \{ L, \mathcal{L}_c, \mathcal{L}_h \}$, the classes $X(1-\det\{ MVR \})$ and $X(1-\{ MVR \})$ coincide with the class $\mathcal{R}G$ of regular languages.

Observe that for LxRLAW-automata with window size 1, the operation SR coincides with the operations DR and CR, and that the operation SL coincides with the operations DL and CL, and that in this situation all these operations just delete the symbol currently inside the window.

**Proposition 4.** For $X \in \{ L, \mathcal{L}_c, \mathcal{L}_h \}$: $X(\{ MVR, CL, W \}) \subseteq \mathcal{CFL}$, where CFL is the class of context-free languages.

**Proof.** Any $\{ MVR, CL, W \}$-automaton $M = (Q, \Sigma, \Gamma, q_0, S, q_f, \delta, \lambda)$ can be simulated by a pushdown automaton (PDA) $P$ which stores the current content of the window of $M$ in its control unit (as a state). On an input word $w$, $P$ first tries to read the first $k$ symbols of $w$ and to store them within its control unit. If $w$ is of length less than $k$, then $P$ accepts or rejects $w$ upon encountering the right sentinel $. Otherwise, $P$ continues while preserving the following invariant: the contents of the pushdown store of $P$ equals the part the tape of $M$ to the left of its current position, the contents of the window of $M$ and its state are both stored in the control unit of $P$, and the rest of the tape of $M$ to the right of its window is the unread part of the input of $P$.

Hence, $P$ accepts exactly $L(M)$ by entering an accepting state and reading the rest of its input whenever $M$ performs an Accept-step. If we include all working symbols of $M$ into the input alphabet of $P$, we obtain a PDA $P'$ such that $L(P') = L(M)$, thus the basic language of $M$ is context-free. As CFL is closed under homomorphisms, also the h-proper language of $M$ is context-free, too.

**Proposition 5.** For $X \in \{ L, \mathcal{L}_c, \mathcal{L}_h \}$, the class $X(1-\{ MVR, CL, W \})$ coincides with the class $\mathcal{CFL}$ of context-free languages.

**Proof.** According to Proposition 4, each language accepted by a 1-\{MVR,CL,W\}-automaton as an input language or as a basic language is context-free. It remains to proof the opposite inclusion. Let $L$ be a context-free language. Clearly, the empty language and the language $\{ \lambda \}$ can be accepted by a 1-\{MVR,CL,W\}-automaton.

W.l.o.g. we can suppose that $L \setminus \{ \lambda \}$ is generated by a context-free grammar $G = \langle P, \Sigma, S, P_G \rangle$ in Chomsky normal form. We can construct a PDA $P$ accepting the language $L \setminus \{ \lambda \}$ by empty store. For each nonempty word $w \in L$, the PDA $P$ can guess and simulate a rightmost derivation of $w$ according to $G$ in reverse order. That is, $P$ will perform a bottom-up analysis of $w$ which uses a shift-operation that moves the next input symbol onto the pushdown and reductions according to the rewrite rules from $P_G$. The reduction according to a rule of the form $X \rightarrow x$, for $X \in \Pi$, $x \in \Sigma$, consists of popping $x$ from the
top of the pushdown and pushing $X$ onto the pushdown. The reduction according to a rule of the form $X \rightarrow YZ$, where $X, Y, Z$ are nonterminals of $G$, consists of popping $YZ$ (in reversed order) from the pushdown and pushing $X$ onto the pushdown.

The empty word $\lambda$ can be immediately accepted or rejected by a 1-$\{\text{MVR, CL, W}\}$-automaton $M$ when $\lambda \in L$ or $\lambda \not\in L$, respectively. For each nonempty word $w \in \Sigma^*$, each computation of $P$ on $w$ can be simulated by $M$ in such a way that the top of the pushdown will be in the window of $M$. The rest of the contents of the pushdown of $P$ will be stored on the part of the tape of $M$ to the left of the position of its window.

A shift-operation of $P$ can be simulated by a MVR-step. The reduction according to a rule of the form $X \rightarrow x$, for $X \in \Pi$, $x \in \Sigma$, will be simulated by the W-step which rewrites $x$ in the window of $M$ by $X$. The reduction according to a rule of the form $X \rightarrow YZ$, where $X, Y, Z \in \Pi$, will be simulated by the CL-step which deletes the tape cell containing $Z$ and a W-step which rewrites the symbol $Y$ in the window of $M$ by $X$. As $P$ accepts when the pushdown contains the single symbol $S$, $M$ will perform an Accept-step, when the only symbol on its tape is the initial nonterminal $S$. Clearly, $L(M) = L(P)$. Additionally, $M$ can check that after each MVR-step the symbol which appears within its window is either the sentinel $\$ or a terminal from $\Sigma$. In this way it is ensured that $M$ does not accept any word containing a working symbol, hence $L_C(M) = L_{\text{det}}(M) = L$.

It is easy to see that a linear-bounded automaton working on a tape containing an input word delimited by sentinels directly corresponds to a 1-$\{\text{MVR, MVL, W}\}$-automaton. We can also see that a 1-$\{\text{MVR, MVL, W}\}$-automaton can be simulated by a 1-$\{\text{MVR, MVL, W}\}$-automaton. Recall that the class CSL is closed under non-erasing homomorphisms. Therefore, we have the following statement.

**Proposition 6.** For $\mathcal{X} \in \{\mathcal{L}, \mathcal{L}_C, \mathcal{L}_{\text{det}}\}$, the class $\mathcal{X}(\{\text{MVR, MVL, W}\})$ coincides with the class CSL of context-sensitive languages.

By adding the ability to insert cells within the working tape to the operations MVR, MVL and W, we can easily simulate an arbitrary Turing machine. Hence we have the following proposition.

**Proposition 7.** For $\mathcal{X} \in \{\mathcal{L}, \mathcal{L}_C, \mathcal{L}_{\text{det}}\}$, the class $\mathcal{X}(\{\text{MVR, MVL, W, l}\})$ coincides with the class RE of recursively enumerable languages.

From the previous results we obtain the following variant of the Chomsky hierarchy for the classes of the h-syntax analysis which follows from the corresponding hierarchies for the classes of h-proper and basic languages.

**Corollary 1.** We have the following hierarchy:

\[
\mathcal{L}_A(\{\text{MVR}\}) \subset \mathcal{L}_A(\{\text{MVR, CL, W}\}),
\]

\[
\mathcal{L}_A(\{\text{MVR, CL, W}\}) \subset \mathcal{L}_A(\{\text{MVR, MVL, W}\}),
\]

\[
\mathcal{L}_A(\{\text{MVR, MVL, W}\}) \subset \mathcal{L}_A(\{\text{MVR, MVL, W, l}\}).
\]

In a similar way we can obtain the deterministic variants of the Chomsky hierarchy.

## 4 RLWW-Automata with New Constraints

Here we formulate the h-lexicalized two-way restarting automaton in weak accepting (cyclic) form, and some of its subclasses. By considering basic and h-proper languages, this new type of automaton is close to the method of analysis by reduction (see [6]), its computations are transparent, and it reflects well the structure of its basic and h-proper languages.

An **h-lexicalized two-way restarting automaton in weak accepting form** (originally called cyclic form) $M$, an $h\text{RLWW-automaton}$ for short, is a $\{\text{MVR, MVL, SL, SR, Restart}\}$-automaton, which uses an SL-step or SR-step exactly once in each cycle (only one of them), and directly accepts only words that fit into its window.

An $h\text{RLWW-automaton}$ is called an $h\text{RLW-automaton}$ if its working alphabet coincides with its input alphabet. Note that in this situation, each restarting configuration is necessarily an initial configuration.

An $h\text{RLW-automaton}$ is called an $h\text{RL-automaton}$ if each of its rewrite steps is a DL- or DR-step.

An $h\text{RL-automaton}$ is called an $h\text{RLC-automaton}$ if each of its rewrite steps is a CL- or CR-step.

An $h\text{RLWW-automaton}$ is called an $h\text{RLWWC-automaton}$ if each of its rewrite steps is a CL-step or CR-step.

An $h\text{RLWW-automaton}$ is called an $h\text{RRWW-automaton}$ if it does not use any MVL-steps. Analogously, we obtain $h\text{RRW-automata}$, $h\text{RR-automata}$, and $h\text{RRC-automata}$.

We see that for $h\text{RLWW-automata}$, all cycle-rewritings are reductions. We also have the following simple facts, which illustrate the transparency of computations of $h\text{RLWW-automata}$ due their basic and h-proper languages.

**Fact 8.** (Complete Correctness Preserving Property). Let $M$ be a deterministic $h\text{RLWW-automaton}$, let $C = C_0, C_1, \ldots, C_n$ be a computation of $M$, and let $q_0, S$ be the tape contents of the configuration $C_0$, $0 \leq i \leq n$. If $u_i \in L_C(M)$ for some $i$, then $u_j \in L_C(M)$ for all $j = 0, 1, \ldots, n$.

**Fact 9.** (Complete Error Preserving Property). Let $M$ be a deterministic $h\text{RLWW-automaton}$, let $C = C_0, C_1, \ldots, C_n$ be a computation of $M$, and let $q_0, S$ be the tape contents of the configuration $C_0$, $0 \leq i \leq n$. If $u_i \not\in L_C(M)$ for some $i$, then $u_j \not\in L_C(M)$ for all $j = 0, 1, \ldots, n$.

**Fact 10.** (Prefix Correctness Preserving Property). Let $M$ be an $h\text{RLWW-automaton}$, let $C = C_0, C_1, \ldots, C_n$ be a computation of $M$, and let $q_0, S$ be the tape contents of the configuration $C_0$, $0 \leq i \leq n$. If $u_i \in L_C(M)$ for some $i$, then $u_j \in L_C(M)$ for all $j \leq i$. 


Fact 11. (Suffix Error Preserving Property).
Let $M$ be an hRLWW-automaton, let $C = C_0, C_1, \ldots, C_n$ be a computation of $M$, and let $\varrho_i \$ be the tape contents of the configuration $C_i$, $0 \leq i \leq n$. If $u_i \notin L_C(M)$ for some $i$, then $u_j \notin L_C(M)$ for all $j \geq i$.

Corollary 2. (Equality of Languages for hRLW-automata).
For each hRLW-automaton $M$, $L(M) = L_C(M) = L_{hp}(M)$.

From the last corollary above, the Complete Error and Complete Correctness Preserving Properties for deterministic hRLW-automata, and the Suffix Error Preserving Property and the Prefix Correctness Preserving Property for hRLW-automata follow for their input, basic, and h-proper languages.

4.1 On Regular Languages and Correctness Preserving Computations

Proposition 12. The class REG is characterized by basic and h-proper languages of deterministic hRLWW-automata which use only the operations MVR, CR, Restart, and which use the operation CR only when the window is at the position just to the right of the left sentinel. We denote such automata by det-Rg2.

Proof. We outline only the main ideas of the proof. First we show that any basic language and h-proper language of a det-Rg2 automaton is regular. Let $M$ be a $k$-det-Rg2-automaton. It is not hard to see that $M$ can be simulated by a finite automaton $A_{k+1}$ with a stack of size $k+1$ stored within its finite control, and therefore $L_C(M_k) = L(A_{k+1})$, and $L_{hp}(M_k) = L_{hp}(A_{k+1})$. Since the regular languages are closed under homomorphisms, $L_{hp}(A_{k+1})$ is a regular language, too.

On the other hand, we can see from the pumping lemma for regular languages that any regular language $L \subseteq \Sigma^*$ can be accepted by a det-Rg2-automaton with working (and input) alphabet $\Sigma$.

Remark. Since det-Rg2-automata are deterministic hRLWW-automata, we see that they are completely correctness preserving for their basic languages.

4.2 Monotonicity and h-Proper Languages

As an hRRWWC-automaton is an hRRWW-automaton which uses only CL-operations instead of SL-operations and CR-operations instead of SR-operations, we can prove the following theorem in a similar way as it was done for a stronger version of hRRWW-automata in the technical report [15].

Theorem 13. CFL = $Z_{hp}(\text{det-mon-hRRWW})$.

Proof. The proof is based mainly on ideas from [15]. Here it is transformed for hRLWW-automata with the constraint of the weak accepting form.

If $M = (Q, \Sigma, \Gamma, \delta, A, \delta, h)$ is a right-monotone hRLWW-automaton, then its characteristic language $L_C(M)$ is context-free [14]. As $L_{hp}(M) = h(L_C(M))$, and as CFL is closed under morphisms, it follows that $L_{hp}(M)$ is also context-free.

Conversely, assume that $L \subseteq \Sigma^*$ is a context-free language. Without loss of generality we may assume that $L$ does not contain the empty word. Thus, there exists a context-free grammar $G = (N, \Sigma, S, P)$ for $L$ which is in Greibach normal form, that is, each rule of $P$ has the form $A \to \alpha a$ for some string $\alpha \in N^*$ and some letter $a \in \Sigma$. For the following construction we assume that the rules of $G$ are numbered from $1$ to $m$.

From $G$ we construct a new grammar $G' := (N, \Delta, S, P')$, where $\Delta := \{ (\nabla_i, a) \mid 1 \leq i \leq m \}$ and the $i$-th rule of $G$ has the form $A \to \alpha a \}$ is a set of new terminal symbols that are in one-to-one correspondence to the rules of $G$, and $P' := \{ A \to (\nabla_i, a) \alpha \mid A \to \alpha a \}$ is the $i$-th rule of $G$, $1 \leq i \leq m$.

Obviously, a word $\omega \in \Delta^*$ belongs to $L(G')$ if and only if $\omega$ has the form $\omega = (\nabla_{i_1}, a_1)(\nabla_{i_2}, a_2)\cdots(\nabla_{i_n}, a_n)$ for some integer $n > 0$, where $a_1, a_2, \ldots, a_n \in \Sigma$, $i_1, i_2, \ldots, i_n \in \{1, 2, \ldots, m\}$, and the sequence of these indices describes a (left-most) derivation of $w := a_1 a_2 \cdots a_n$ from $S$ in $G$. Let us take $h((\nabla_i, a)) = a$ for all $(\nabla_i, a) \in \Delta$. Then it follows that $h(L(G')) = L(G) = L$. From $\omega$ this derivation can be reconstructed deterministically. In fact, the language $L(G')$ is deterministic context-free. Hence, there exists a deterministic right-monotine hRRC-automaton $M$ for this language (see [4]). By interpreting the symbols of $\Delta$ as auxiliary symbols, we obtain a deterministic right-monotone hRRWC-automaton $M'$ such that $h(L(M')) = L_{hp}(M') = h(L(M)) = h(L(G')) = L$. Observe that the input language $L(M')$ of $M'$ is actually empty.

Remark. By means of h-lexicalized restarting automata, the above construction corresponds to the linguistic effort to obtain a set of categories (auxiliary symbols) that ensures the correctness preserving property for the respective analysis by reduction. Note that in its reductions, the automaton $M'$ above only uses delete operations (in a special way). This is highly reminiscent of the basic (elementary) analysis by reduction learned in (Czech) basic schools.

4.3 Hierarchies

In this subsection we will show similar results for finite and infinite classes of basic and h-proper languages and for classes of h-syntactic analysis given by certain subclasses of hRLWW-automata. At first we introduce some useful notions.

For a (subclass) $X$ of hRLWW-automata, by $\mathit{fin}(i) \cdot X$ we denote the subclass of $X$-automata which can perform at
most $i$ reductions, and by $\text{fin-X}$ we denote the union of $\text{fin}(i)-X$ over all natural numbers $i$.

By $L_C(M, i)$ we denote the subset of $L_C(M)$ containing all words accepted by at most $i$ reductions. We take $L_{\text{AP}}(M, i) = h(L_C(M, i))$.

**Proposition 14.** Let $i \geq 0$, and let $M$ be an hRLWW-automaton. Then there is a $\text{fin}(i)$-hRLWW-automaton $M_1$ such that $L_C(M, i) = L_C(M_1)$, and if $w \Rightarrow_M v$, then $w \Rightarrow_{M_1} v$. If $M$ is deterministic, then $M_1$ is deterministic as well.

**Proof.** The basic idea of the construction of $M_1$ is to add to the finite control of $M$ the counter of possible cycles on the starting word by $M$. While simulating the first cycle of $M$, $M_1$ already simulates the next up to $i - 1$ cycles of $M$ rejecting all words which are not acceptable with at most $i$ cycles by $M$.

We can see that a similar proposition can also be shown for hRRWW-automata.

For a positive integer $k$, let the prefix $\text{de}(k)$- denote hRLWW-automata which delete at most $k$ symbols in each reduction.

The next proposition lays the foundation to the desired hierarchies. In order to show the next proposition we consider the following sequence of languages for $k \geq 1$: $\text{Lrg}_{k} = \{ (a^d)^i \mid i \geq 1 \}$.

**Proposition 15.** $\mathcal{L}_{\text{hp}}(k-\text{det-fin}(1)-\text{Rg}2) \setminus \mathcal{L}_{\text{hp}}((k-1)-\text{hRLWW}) \neq \emptyset$, for all $k \geq 2$.

**Proof.** We outline the basic ideas only. We can construct a $k$-det-Rg2-automaton $M_Rk$ such that $L_C(M_Rk) = L_{\text{AP}}(M_Rk) = \text{Lrg}_{k}$. For $M_Rk$ a window of the size $k$ suffices, because $M_Rk$ can first move its window to the right of the left sentinel. If it sees $a^d$, then it performs a CR-step which deletes $a^d$. Next, if the window contains only the right sentinel, the automaton accepts, otherwise it restarts.

From Proposition 14 we can see that there is a $k$-det-Rg2-automaton $M_{Rk}$ such that $L_C(M_{Rk}) = L_{\text{AP}}(M_{Rk}) = L_{\text{AP}}(M_Rk, 1)$.

On the other hand, there is no $(k-1)$-hRLWW-automaton accepting $L_{\text{AP}}(M_{Rk})$ as its h-proper language. For a contradiction, let us suppose that $L_{\text{AP}}(M) = L_{\text{AP}}(M_{Rk})$ for a $(k-1)$-hRLWW-automaton $M$. Then $M$ accepts a word $w \in L_C(M)$ such that $h(w) = a^d \in L_{\text{AP}}(M_{Rk})$. In an accepting computation on $w$, automaton $M$ must perform at least one reduction, but it can delete at most $(k-1)$ symbols by which it obtains a word $w'$ of length between 1 and $k-1$, hence $h(w') \notin L_{\text{AP}}(M_{Rk})$ – a contradiction to $L_{\text{AP}}(M) = L_{\text{AP}}(M_{Rk})$.

**Remark.** The next theorem enables us to classify finite linguistic observations in a similar way as infinite formal languages. It refines a part of the Chomsky hierarchy and gives a useful tool for classifications of several syntactic phenomena of natural languages. In order to show the next theorem we consider the following sequences of languages for $k \geq 1$: $\mathcal{L}_{fs_k+1} = \{ a^i b^{i+1} \mid i \geq 1 \}$ and $\mathcal{L}_{sk+1} = \{ a^i b^{i+1} c^i \mid i \geq 1 \}$.

**Theorem 16.** For $h = \text{hRLWW}$, and $k \geq 2$ the following holds:
- $(1) \mathcal{L}_{\text{hp}}(k-\text{det-Rg2}) \subseteq \mathcal{L}_{\text{hp}}(k-\text{det-mon}) \subseteq \mathcal{L}_{\text{hp}}(k-\text{det})$,
- $(2) \mathcal{L}_{\text{A}}(k-\text{det-Rg2}) \subseteq \mathcal{L}_{\text{A}}(k-\text{det-mon}) \subseteq \mathcal{L}_{\text{A}}(k-\text{det})$,
- $(3) \mathcal{L}_{\text{hp}}(k-\text{det-fin-Rg2}) \subset \mathcal{L}_{\text{hp}}(k-\text{det-fin-mon}) \subset \mathcal{L}_{\text{hp}}(k-\text{det-fin})$,
- $(4) \mathcal{L}_{\text{A}}(k-\text{det-fin-Rg2}) \subset \mathcal{L}_{\text{A}}(k-\text{det-fin-mon}) \subset \mathcal{L}_{\text{A}}(k-\text{det-fin})$.

**Proof.** We outline the main ideas of the proof. For $k \geq 2$ and $h = \text{hRLWW}$, the following inclusions follow from definitions:
- $(1) \mathcal{L}_{\text{hp}}(k-\text{det-Rg2}) \subseteq \mathcal{L}_{\text{hp}}(k-\text{det-mon}) \subseteq \mathcal{L}_{\text{hp}}(k-\text{det})$,
- $(2) \mathcal{L}_{\text{A}}(k-\text{det-Rg2}) \subseteq \mathcal{L}_{\text{A}}(k-\text{det-mon}) \subseteq \mathcal{L}_{\text{A}}(k-\text{det})$,
- $(3) \mathcal{L}_{\text{hp}}(k-\text{det-fin-Rg2}) \subset \mathcal{L}_{\text{hp}}(k-\text{det-fin-mon}) \subset \mathcal{L}_{\text{hp}}(k-\text{det-fin})$,
- $(4) \mathcal{L}_{\text{A}}(k-\text{det-fin-Rg2}) \subset \mathcal{L}_{\text{A}}(k-\text{det-fin-mon}) \subset \mathcal{L}_{\text{A}}(k-\text{det-fin})$.

It remains to show that all these inclusions are proper.

We use the sequence of context-free languages $L_{fs_k}$ to show the first proper inclusion in all four propositions.

For any natural number $k \geq 2$, it is not hard to construct a $k$-det-mon-hRLC-automaton $M_{fs_k}$ such that $L_C(M_{fs_k}) = L_{\text{hp}}(M_{fs_k}) = L_{fs_k}$. By applying Proposition 14 for $i = k$, we can construct a $k$-det-fin$(k)$-hRLC-automaton $M_{fs'_k}$ such that $L_C(M_{fs'_k}) = L_{\text{hp}}(M_{fs'_k}) = L_{fs'_k}$.

For a contradiction, let us suppose that there is a $k$-det-Rg2-automaton $M_k$ such that $L_{\text{hp}}(M_k) = L_{\text{hp}}(M_{fs_k}, k)$. Let us consider the word $a^{k+1}b^{k+1}(k-1) \in L_{\text{hp}}(M_{fs'_k})$. As this word is longer than $k$, $M_k$ must use at least one cycle to accept a word $w$ such that $h(w) = a^{k+1}b^{k+1}(k-1)$. Since any $k$-det-Rg2-automaton can delete only some of the first $k$ symbols we have a contradiction to the complete correctness preserving property of $M_k$. Thus, the first inclusion is proper for all four propositions of the theorem.

Using languages $L_{sk}$ we can show the second inclusion to be proper in all four propositions. Let $k \geq 2$ be an integer. It is easy to construct a $k$-det-hRLWWC-automaton $M_{sk}$ such that $L_C(M_{sk}) = L_{\text{hp}}(M_{sk}) = L_{sk}$. By applying Proposition 14 for $i = k$, we can construct a $k$-det-fin$(k)$-hRLW-automaton $M_{sk}'$ such that $L_C(M_{sk}') = L_{\text{hp}}(M_{sk}') = L_{sk}$.

In order to derive a contradiction, let us assume that there is a $k$-mon-det-hRLWWC-automaton $M_k$ such that
\(L_{hP}(M_k) = L_{hP}(M_{csk}, k)\). Let us consider the word \(a^{k+1}b^{k+1}c^{(k+1)(k-1)} \in L_{hP}(M_{csk}^k)\). As this word is longer than \(2k\), \(M_k\) must use at least two cycles to accept a word \(w\) such that \(h(w) = a^{k+1}b^{k+1}c^{(k+1)(k-1)}\). Because of the correctness preserving property \(M_k\) must reduce \(w\) into a word \(w_1\) such that \(h(w_1) = a^{k+1}b^{k}c^{k}(k-1)\), and then it must reduce \(w_1\) to a word \(w_2\) such that \(h(w_2) = a^{k}b^{k}c^{k}(k-1)\). But these two reductions violate the condition of monotonicity – a contradiction to the monotonicity constraint of \(M_k\). Hence, the second inclusion is proper in all four propositions of the theorem. □

5 Conclusion

We have introduced the h-lexicalized restarting list automaton (LxRLAW), which yields a formal environment that is useful for expressing the lexicalized syntax in computational linguistics. We presented a basic variant of the Chomsky hierarchy of LxRLAW-automata, which can be interpreted as a hierarchy of classes of input, basic, and h-proper languages, and a hierarchy of h-syntactic analyses as well.

In the main part of the paper we have concentrated on h-lexicalized (deterministic) hRRWW-automata fulfilling the constraint of weak accepting form. We have stressed the transparency of computations of these automata for their basic and h-proper languages due to the complete correctness preserving property. We believe that the automata having the complete correctness preserving property constitute a meaningful class of automata and that they cover a significant class of languages, including the class CFL.

The newly added property of weak accepting form is particularly important for computational linguistic, since it allows to use finite observations (languages) for classifications of classes of infinite and finite languages as well, as we have shown in Section 4.3.

hRLWW-automata can be considered as a refined analytical counterpart to generative Marcus contextual grammars (see e.g. [8]) and Novotny’s pure grammars (see e.g. [12]). Contextual and pure grammars work with the (complete) generative correctness preserving property. We have applied many useful techniques for the formalization of syntactic analysis of Czech sentences from Ladislav Nebeský (see e.g. [11]).

We plan in the close future to show a transfer from the complete correctness preserving monotone hRRWW-automaton to the complete correctness preserving monotone LxRLAW-automaton without any restart, which in fact works like a push-down automaton. Such an automaton computes in linear time. It is also possible to obtain similar hierarchies for this type of automata as for the hRRWW-automata from Section 4.3.

We also plan to study some relaxations of the complete correctness preserving property.
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Abstract: Sequence similarity search is in bioinformatics often solved by seed-and-extend heuristics: we first locate short exact matches (hits) by hashing or other efficient indexing techniques and then extend these hits to longer sequence alignments. Such approaches are effective at finding very similar sequences, but they quickly loose sensitivity when trying to locate weaker similarities.

In this paper, we develop seeding strategies for data from MinION DNA sequencer. This recent technology produces sequencing reads which are prone to high error rates of up to 30%. Since most of these errors are insertions or deletions, it is difficult to adapt seed-and-extend algorithms to this type of data. We propose to represent each read by an ensemble of sequences sampled from a probabilistic model, instead of a single sequence. Using this extended representation, we were able to design a seeding strategy with 99.9% sensitivity and very low false positive rate. Our technique can be used to locate the part of the genome corresponding to a particular read, or even to find overlaps between pairs of reads.

1 Introduction and Background

Sequence alignment is one of the basic problems in bioinformatics. The goal is to find regions of sequence similarity between two sequences (usually DNA sequences or proteins) or between a query sequence and a large sequence database. Although the highest scoring alignment can be found by a simple dynamic programming algorithm (Smith and Waterman, 1981), its quadratic running time is too slow for large databases. Most sequence alignment tools therefore follow the seed-and-extend paradigm, well-known from BLAST (Altschul et al., 1990). The first step is to build an index of one of the sequences, and then use it to efficiently identify short substrings that occur in both sequences. Each such short exact match, called hit, forms a seed of a potential alignment. In the extension phase, sequences surrounding each hit are inspected, and the hit is extended to a full alignment, or discarded, if no high scoring alignment can be found. The sensitivity of such an approach depends largely on how likely it is for a real alignment to contain a hit. Without the hit, the extension phase is never triggered, and the alignment cannot be identified. On the other hand, the running time depends mainly on how many false hits will trigger unnecessary extensions.

The original BLAST (Altschul et al., 1990) used 11 consecutive matches as a seed. Consecutive matches of a fixed length are very easy to index by standard hashing techniques. Several other more complex seeding strategies are used in modern alignment tools (Brown, 2008).

In this work, we consider read mapping, which is a specific alignment task, where the query sequence is a read produced by a DNA sequencing machine, and the database consists of the known reference genome of the same or very closely related organism to the one we are sequencing. The goal is to find the region of the reference genome from which a particular sequencing read was obtained. This task is relatively simple for DNA sequencing technologies with low error rates, because we are looking for almost exact matches between the reads and the reference genome; the goal is to map a large number of reads as quickly as possible. However, in this paper we consider reads produced by MinION sequencer (Ip et al., 2015), which can have up to 30% error rate, and thus pose a challenge for read mappers. The main advantages of the MinION sequencing device are its small size and portability, and its ability to sequence very long reads (reads as long as 100 kbp were reported).

In this paper, we explore the use of simple seeding strategies for mapping MinION reads to the reference sequence. Instead of a single read sequence as a query, we propose to use an ensemble of sequences sampled from a hidden Markov model used for base calling. With such an ensemble of sequences representing alternative predictions of the true read sequence, we were able to achieve very high sensitivity and a very small number of false hits using a relatively simple alignment seeding strategy.

To sequence DNA, MinION uses measurements of electric current as a single-stranded fragment of DNA passes through a nanopore. The electric current depends mostly on the context of k bases of DNA passing through the pore at the time of the measurement. As the DNA fragment moves through the pore, this context changes and measurements change accordingly.

The raw measurements are processed by MinKnow software from Oxford Nanopore. MinKnow first splits raw measurements into events, where each event would ideally correspond to a single-base shift of the DNA through the pore. Each event is characterized by the mean and the variance of the corresponding raw measurements. This sequence of events is then uploaded to a cloud-based service Metrichor for base calling.

The exact details of the algorithms behind MinKnow and Metrichor are not disclosed by Oxford Nanopore.
However, the whole process is naturally modelled by a hidden Markov model (HMM) (Durbin et al., 1998, Chapter 3) with hidden states corresponding to \( k \)-mers of the underlying DNA sequence and observations representing the mean value of the current in each event. In fact, data provided by Oxford Nanopore include parameters of such a model. Open-source base caller Nanocall based on this idea was recently implemented by David et al. (2016), with accuracy similar to Metrichor. To decode a sequence of observations, Nanocall uses the standard Viterbi algorithm (Viterbi, 1967) for finding the most probable state path. Another open-source base caller DeepNano is based on recurrent neural networks (Boža et al., 2016).

Base calls produced by the Viterbi algorithm contain many errors (David et al., 2016; Boža et al., 2016); a typical error rate would be around 30%, dominated mostly by insertions and deletions. Currently, two general-purpose aligners are used in the community to map MinION reads: BWA-MEM (Li and Durbin, 2010), and LAST (Kielbasa et al., 2011). Both of these tools follow the seed-and-extend paradigm, but they use variable seed lengths, indexed with FM-index (Ferragina and Manzini, 2000) or suffix arrays (Manber and Myers, 1993). By extending seeds to the point of only a few occurrences, one can avoid most costly false positives. The adjustments for MinION reads in case of BWA-MEM and LAST include lowering the minimum length of a seed to be considered as a valid hit, and changes that make the extension phase less stringent. GraphMap tool (Sovic et al., 2016), specifically targeting MinION data, uses seeds allowing insertions and deletions in the context of a complex multi-step algorithm that goes well beyond a simple seed-and-extend framework.

All of these tools consider Metrichor base calls, equivalent to the most probable state path in the HMM, as the query sequence. Our approach to the challenges imposed by MinION reads is to use an ensemble of sub-optimal sequences instead of a single DNA sequence. To this end, we have implemented a sampling algorithm that can generate samples from the posterior distribution of state paths in an HMM given the sequence of observations (see, e.g. Cawley and Pachter (2003)). We adapt common seeding strategies to such ensembles of sequences and show that on real data we can find a seed that is easy to index, 99.9% sensitive, and yields only a small number of false positives that would trigger extension phase unnecessarily.

Sampling of suboptimal MinION base calls was also considered by Szalay and Golovchenko (2015). They use sampling from the base calling HMM to arrive at the correct consensus sequence for an alignment of multiple reads. Due to the nature of errors in MinION reads and availability of a reasonable probabilistic model, we consider sampling strategies to be a promising alternative in many applications of MinION.

2 HMM for Sampling MinION Base Calls

Both Oxford Nanopore Metrichor base caller and recently released open-source base caller Nanocall (David et al., 2016) use hidden Markov models. Briefly, each hidden state of the HMM represents one \( k \)-mer passing through the pore, and the emission of the state is the value of the electric current. Actual measurements of the current provided by the device with high sampling rate are segmented by the MinKnow software into discrete events, each corresponding to the shift of the DNA sequence through the pore by a single base. The base callers then use the HMM to obtain the sequence of hidden states given the sequence of events from the MinION read.

**Definition of the model.** Our HMM follows the same general idea. The set of states of our HMM is composed of all \( 4^k \) possible \( k \)-mers (we denote state for a \( k \)-mer \( x \) by \( S_x \)) and the starting state \( S_0 \). Different versions of MinION use different values of \( k \); in our experiments we have used a data set with \( k = 5 \), while the newer chemistry uses \( k = 6 \).

Emission of state \( S_x \) is represented as a continuous random variable. The probability of observing a measurement \( e \) for a \( k \)-mer \( x \) is given as

\[
\Pr(e | x) \sim \mathcal{N}(\mu_x + \text{shift}, \sigma_x \cdot \text{var}),
\]

where \( \mathcal{N}(\mu, \sigma) \) is the normal distribution with mean \( \mu \) and standard deviation \( \sigma \). Parameters \( \mu_x, \sigma_x \) (specific for each version of the chemistry and each \( k \)-mer \( x \)), and \( \text{scale}, \text{shift}, \text{var} \) (scaling parameters specific for each read) are provided by Oxford Nanopore and can be obtained from the FAST5 file containing each read. Starting state \( S_0 \) is silent.

Under ideal conditions, each event corresponds to a shift by a single base in the DNA sequence. This corresponds to four outgoing transitions from each state \( S_x \) to state \( S_y \), where \( x \) and \( y \) overlap by exactly \( k - 1 \) bases (i.e., \( S_{\text{ACTGA}} \) has transitions to states \( S_{\text{ACTTG}}, S_{\text{ACTGC}}, S_{\text{ACTGG}}, \) and \( S_{\text{ACTGT}} \)). This organization closely resembles de Bruijn graphs commonly used in sequence assembly (Pevzner et al., 2001). All four transitions have an equal probability. From the starting state \( S_0 \), we have a transition to each possible \( S_x \) with equal probability \( 1/4^k \).

Segmentation of raw measurements into events is known to be error prone. In particular, two events with similar measurements can be fused together, or a single event can be split artificially into multiple events. Thus the assumption that each event corresponds to a single-nucleotide shift is unrealistic. To account for this fact, we have introduced additional transitions to our model.

First, we have added a self-transition (so called *split transition*) to each state, which models splitting of a single true event into multiple predicted events. Second, we have also added so called *skip transitions* between all pairs of states \( S_x \) and \( S_y \), which correspond to shifts of the \( k \)-mer by up to \( k \) bases instead of one.
The transition probabilities for split and skip transitions are not provided by MinION. We have estimated these parameters directly from the data, as outlined in Section 3. Alternatively, we could employ a more elaborate error model for Oxford Nanopore event segmentation process.

Inference in the model. A traditional way of decoding HMMs is by finding the most probable sequence of states by the Viterbi algorithm (Viterbi, 1967), which is the approach taken both by Metrichor and Nanocall. The resulting sequence of states (which is, in fact, a sequence of k-mers corresponding to individual events) can be translated into the DNA sequence. In most cases, the neighbouring k-mers in the sequence should be shifted by one, and thus each state in the sequence introduces one additional base of the DNA sequence. However, split and skip transitions may introduce between 0 and k bases for each event. In these cases, the result is not necessarily unique: for example state sequence \( S_\text{ACTCTC}S_\text{CTCTCA} \) could correspond to one of the sequences ACTCTCA, ACTCTCTCA, ACTCTCTCTCA, or even ACTCTCTCTCTCA. We have decided to adopt the shortest possible interpretation, as is done in Nanocall.

Since the base calls produced by the Viterbi algorithm contain many errors, we have decided to explore the use of an ensemble of alternative sequences instead of a single base call sequence. To this end, we have implemented the stochastic traceback algorithm (see, e.g. Cawley and Pachter (2003)) to generate samples from the posterior distribution of state paths given the sequence of observations.

Briefly, for a given sequence of observations \( e_1 e_2 \ldots e_n \), the algorithm starts by computing forward probabilities, where \( F(i,s) \) is the probability of generating first \( i \) observations \( e_1 e_2 \ldots e_i \) and ending in state \( s \) (Rabiner, 1989). The last state \( s_n \) of the path is sampled proportionally to the probabilities \( F(n,s_n) \). When state \( s_n \) is fixed, we can sample state \( s_{n-1} \) proportionally to \( F(n-1, s_{n-1}) \cdot t_{s_{n-1}, s_n} \), where \( t_{s,s'} \) is the transition probability from state \( s \) to state \( s' \). This can be continued, until we sample the complete path \( s_1 \ldots s_n \). The running time of the algorithm is \( O(nm^2) \), where \( n \) is the length of the sequence and \( m \) is the number of states. Forward probabilities need to be computed only once if multiple samples are required for the same read.

Figure 1 illustrates typical differences between individual samples. Note that the samples are almost identical in some regions, but these high-confidence regions are interspersed by regions with very high uncertainty. This is a typical pattern for MinION data.

3 Experiments

Our goal is to consider various seeding strategies for seed-and-extend algorithms. As discussed in Section 1, a typical seed-and-extend algorithm first uses an index structure to locate hits between the query sequence and the target. For example, the most basic BLAST strategy looks for exact matches of length 11 (Altschul et al., 1990). It then tries to extend each cluster of hits to a full alignment. The extension phase usually involves dynamic programming and is therefore time consuming.

The seed-and-extend algorithms cannot locate alignments that do not contain a hit of the seed between the query and the target sequence. We call these alignments false negatives. Note that even a single hit is often sufficient to locate the whole alignment, depending on the particular extension strategy. On the other hand, spurious hits between random locations can also trigger extension. We call such spurious hits false positives. Unsuccessful extension of spurious hits often dominates the running time of the alignment algorithm, and consequently, we need to minimize the number of false positives.

In this section, we concentrate on the evaluation of a trade-off between false positives and false negatives for a variety of seeding strategies. We start from simple strategies, e.g. k consecutive exact matches between the reference sequence and the Viterbi base call, and we also propose several novel seeding strategies using the sampling framework and multiple hit requirement that greatly improve the trade-off.

Data preprocessing and model training. To evaluate seeding strategies, we use a data set composed of real sequencing reads from the model bacteria \( E. coli \) (strain MG1655) with accession number ERR968968 produced by the Cold Spring Harbor Laboratory by using MinION sequencer with SQK-MAP005 kit. For simplicity, we have only considered template reads (complement reads from the reverse strand use different model parameters).

Some of the MinION reads are of very low quality and consequently it is impossible to map them to the reference sequence even with the most sensitive tools available. To filter out these low quality reads, we have mapped Metrichor base calls to the reference genome by BWA-MEM (Li and Durbin, 2010) with -x ont2d parameters optimized for mapping Oxford Nanopore reads. The reads that did not map to the reference at all were discarded. We also discarded reads where Metrichor predicted skips in the event sequence longer than two. From the original 27,073 reads, we were left with 25,162 reads.

From these reads, we have randomly selected a training set (693 reads) and a testing set (307 reads). The training set was used to estimate the transition probabilities in our HMM. In particular, we set the probability of each transition to be proportional to the number of times the transition was observed in the training data set. We added pseudo-count of 1 to avoid zero transition probabilities for rare transitions.

Preparing testing data. For each sequence in the testing set, we have produced a Viterbi base call and 250 samples from the posterior distribution as outlined in Section 2. Figure 2 shows comparison of sequence identities of individual base calls to the reference genome. Note that our Viterbi base calls are not too different from Metrichor base calls.
calls; slight decrease in the quality of calls is expected due to simplicity of the model we have used (the decrease in the sequence identity is similar to that observed by David et al. (2016)). Sampled sequences have in general lower sequence identity than the Viterbi base call, as can be expected, since they correspond to sub-optimal paths through the model. However, the difference from the Viterbi base call identities is not very high.

Experimental setup and evaluation. To evaluate application of various seeding strategies in MinION data, we have split the reads into windows, each corresponding to 500 events. These windows represent our query sequences. For each window we have an alignment of all samples and the Viterbi base call. This alignment was based on event boundaries: we have padded all sequences generated for one event in individual samples by gap symbols so that they have the same length (see also Figure 1).

The Viterbi base call sequence from each window was aligned to the reference genome by LAST software (Kielbasa et al., 2011) with parameters -q 1 -a 1 -b 1 -T 1. We have kept only those windows that aligned to a unique place in the genome, and the alignment covered the entire length of the window. After this step, we were left with 3192 windows out of 4948. A randomly chosen subset of 143 windows was used as a validation set for exploring various seeding strategies, and the remaining 3049 windows were used for final testing. The region of the reference covered by the alignment to the window is considered to be the only true alignment of the window to the reference sequence.

When testing a seeding strategy, we locate hits of a particular seed in both the query window and the reference sequence. We represent each hit by the coordinates of the left endpoints of the hit in the query window and in the reference. The seed hit is considered to be valid, if the endpoint in the reference is within the region covered by the alignment of this particular window and on the correct strand of DNA. The entire window of a read is considered to be a true positive (TP), if it contains at least one valid hit; we assume that the extension algorithm would be able to recover the alignment within this window starting from this hit. The sensitivity (Sn) of the seeding strategy is the number of true positives divided by the total number of windows.

Many seed hits are invalid, and they contribute to the false positive rate. Often we see clusters of hits with very similar coordinates in both reference and the query window. Presumably the extension algorithm would be called only once for each such cluster. Therefore, we compute the number of false positives by greedily selecting one hit from each cluster so that each hit in the cluster differs in both coordinates by at most 10 from the selected hit.

Figure 1: Example of base calling samples from a MinION read. The first line corresponds to the Viterbi base call, other lines correspond to four samples from the posterior distribution defined by the HMM. Base calls were aligned according to events in the sequence of observations.

Figure 2: Comparison of sequence identity to the reference genome for Metrichor base calls, our Viterbi base calls, and posterior samples for 40 randomly selected reads. All sequences were aligned to the reference by BWA-MEM. Sequence identity of Metrichor, Viterbi, and a box plot distribution of sequence identities of 250 selected reads are shown on the y-axis.
**Simple seeding strategies.** The simplest seeding strategy is to consider $k$ consecutive exact matches as a hit. The traditional approach would create an index of all $k$-mers in the reference genome and then scan all $k$-mers in the query windows. Each cluster of matching $k$-mers would trigger the extension phase.

For example, if we consider the Viterbi base calls and use 13 exact consecutive matches as a seed, we will be able to map 98.8% windows to the correct region of the reference (see Fig. 3), but we will also incur a substantial number of false positives (more than 240,000 or about 80 per each query window).

Our strategy of using sampling instead of Viterbi base calls works as follows. In the basic version of our approach (see $t = 1$ in Fig. 3), we consider $k$-mers from $n$ different samples from the given window. Each $k$-mer can potentially form the seed triggering the extension phase of the alignment. To match the sensitivity of the Viterbi base calls for $k = 13$, we need only $n = 3$ samples. One advantage of our approach is that we can increase the sensitivity by increasing the number of samples $n$. For example with 8 samples we reach 99.9% sensitivity and with 14 samples 100% sensitivity. The cost for this very high sensitivity is a high false positive rate; even with 3 samples we have about $2.6 \times$ more false positives than the Viterbi.

To improve the false positive rate, we use a simple pre-filtering step: at each position in the window we consider only those $k$-mers that appear in at least $t$ different samples. Assuming that the true sequence has a high posterior probability in the model, we expect that it will occur in many samples, whereas most other variants would occur rarely and thus be filtered out. Indeed, for $t = 4$ we can reach the sensitivity of the Viterbi algorithm with about 20% reduction in the false positive rate, using $n = 25$ samples. Performance for other values of $n$ and $t$ can be found in Figure 3.

**Multiple seed hits to trigger extension.** We have also considered a more complex seeding strategy, where we first find matching 10-mers, and then we join them into chains of length 3. This technique has previously proved to be very effective for regular alignment tasks (Altschul et al., 1997).

Matching 10-mers in the chain are required to have increasing coordinates in both the read and the reference sequence, and the distance between starts of adjacent matching $k$-mers in the chain must be at least 10 and at most 50 in both sequences. However, the distances of the two 10-mer matches in the two sequences may differ, accommodating insertions and deletions in the intervening regions. The entire chain is then again represented by its leftmost point in both the read and the reference for the purpose of determining if it is valid.

As we see in Figure 4, this seeding strategy is too stringent for the Viterbi base calls, achieving only 71.3% sensitivity. On the other hand, false positives are extremely rare, totaling only 136 in all 3049 windows.

When using samples, different 10-mer matches in the chain may come from different samples. The chaining of weaker hits helps to accommodate regions with high uncertainty present in the MinION data. Some settings of our strategy can achieve the same sensitivity as the Viterbi algorithm with even lower false positives, but more importantly, by considering more samples, we can increase sensitivity while keeping the false positives quite low (Figure 4). For example, for $t = 2$ and $n = 43$ our strategy can reach 99.9% sensitivity with only 6407 false positives.

**4 Conclusions and Future Work**

In this paper, we have examined the problem of mapping MinION reads to the reference sequence. The error rate of MinION is high, with many insertions and deletions. Consequently the standard alignment techniques do not achieve sufficient mapping sensitivity.

Instead of representing the read by a single base called sequence, we have proposed to use an ensemble of sequences generated from the posterior distribution defined by the HMM capturing the properties of the MinION sequencing. We have adapted the standard $k$-mer based techniques for alignment seeding to ensembles of sequences and identified a seed (three 10-mer hits spaced by at most 50 bases) that achieved 99.9% sensitivity with an extremely small number of false positives. With such a low false positive rate, we could investigate more precise (and slower) algorithms for the extension phase as the next step towards sensitive alignment of MinION reads.

An obvious extension of our approach would be to consider spaced seeds (Ma et al., 2002). Our experiments suggest that a typical MinION read consists of short regions of high-confidence sequence (often under 15 bases) interspersed with regions of high uncertainty with many insertions and deletions. The spaced seeds would have to target mainly the high-confidence regions; however, these regions seem to be too short to admit complex seeds of any significant weight. One possibility would be to build a probabilistic model capturing high-confidence and high-uncertainty regions and transitions between them, and attempt to design optimized spaced seeds, for example by techniques suggested by Brejova et al. (2004).

Another option would be to use seeds that also allow indels at do not care positions. These types of seeds were successfully used by Sovic et al. (2016) for MinION read mapping, but the overall algorithm was much more complicated than a simple seed-and-extend. Moreover, these types of seeds are much more difficult to index than continuous or spaced seeds and we believe, that our sampling approach together with multiple chained seed hits provides an elegant answer to the problem.

In this work, we have only considered template reads from MinION. However, MinION attempts to read both strands of the same DNA molecule and these two readouts can be combined in postprocessing to a single sequence.
Figure 3: Performance of our approach compared to the Viterbi base calls for seeding with a single 13-mer. The $x$-axis of the plot is the total number of false positives on the whole testing set; the $y$-axis is the number of true positives out of 3049 windows in total. Performance of the Viterbi base calls is shown by the black $X$. Three lines show our approach for different values of threshold $t$ for filtering $k$-mers. Each point on the line represents performance for a particular number of samples $n = 1, 2, \ldots$. The table shows sensitivity and the number of false positives for selected values of $n$ and $t$. In particular for each $t$, we show the smallest value of $n$ achieving sensitivity at least 95%, the sensitivity of the Viterbi algorithm, and sensitivity at least 99.9%.

called 2D read. Since 2D reads are much more accurate (typical error rate is about 15%), most researchers use only 2D reads in further analysis. Accurate 1D read mapping would allow researchers to consider all data; usually there is about 4 – 5× more 1D reads than 2D reads (Ip et al., 2015). Moreover, recent application of MinION to monitoring disease outbreaks (Quick et al., 2016) require that reads are analyzed on-the-fly as they are produced, and at this stage 2D reads are not available.

In this paper, we have evaluated seeding strategies for mapping reads to the reference genome. In future work, we would like to investigate the seed-and-extend approaches for read-to-read alignment. With our sampling approach, we would not need to commit to a single interpretation of either of the sequences, potentially increasing the sensitivity of detecting overlaps between reads in a given data set. Sensitive read-to-read alignment is essential for de novo genome assembly.
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Figure 4: Performance of our approach compared to the Viterbi base calls for seeding with a chain of three 10-mers, each in distance at most 50 from the previous one. The plot and the table have the same form as in Figure 3.
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Abstract: Recent successes of neural networks in solving combinatorial problems and games like Go, Poker and others inspire further attempts to use deep learning approaches in discrete domains. In the field of automated planning, the most popular approach is informed forward search driven by a heuristic function which estimates the quality of encountered states. Designing a powerful and easily-computable heuristics however is still a challenging problem on many domains.

In this paper, we use machine learning to construct such heuristic automatically. We train a neural network to predict a minimal number of moves required to solve a given instance of Rubik’s cube. We then use the trained network as a heuristic distance estimator with a standard forward-search algorithm and compare the results with other heuristics. Our experiments show that the learning approach is competitive with state-of-the-art and might be the best choice in some use-case scenarios.

1 Introduction

Neural networks (NNs) have already proven to be able to cope with noisy and unstructured data like hand-written texts, images, sounds, classification of real-world objects based on incomplete description, and many others.

Recently, they also succeeded in several purely combinatorial domains like the game of Go. Nowadays, the program AlphaGo [15] that utilizes a deep neural net can beat top-class human players which was impossible just two years ago. No other approach is currently known to be able to play Go on such level. NNs are also a key component of the best Poker engine DeepStack [12] and several attempts have been made to use them for solving instances of Travelling Salesman Problem and other combinatorial problems [2].

In planning, the machine learning approaches are already being used in several ways, for example to select the best search algorithm, preprocess the problem or to promote searching of promising areas. See International Planning Competition - Learning Track 1 for more details.

Some attention has also been dedicated to heuristic learning, where the task is to automatically induce a heuristic function from training samples using a machine learning model. Models typically used in this area are very simple (like a decision tree or a shallow NN) and are not fine-tuned for the specific problem. In most cases, the are only used as a black box.

With recent rapid development of deep learning models, many new possibilities are now available in this area. Learning algorithms now exist for efficient training of deep feed-forward networks and also many other types of NNs have been developed and successfully used. For example, there are Deep Recurrent Networks like LSTM, Deep Convolutional Networks, Neural Turing Machines and others 2. Using the CUDA framework, it is now possible to train such networks much faster on specialized graphic cards.

In this paper, we try to utilize some of such more complex models to learn an efficient heuristic function for solving the Rubik’s cube puzzle. We work with the standard 3x3x3 cube, but our approach is in principle applicable to larger cubes as well.

1.1 Motivation

Our main motivation is to correct the error that heuristics make when estimating the distance. Admissible heuristics are often quite accurate near a goal state, but on states that are far from any goal state they significantly underestimate the real value [8]. The network should be able to find out in which situations such underestimation occurs and correct it appropriately.

Assuming that a set of admissible heuristics will be used as features, the network will play the role of a judge deciding which heuristics are trustworthy and which are not (in various circumstances).

Unlike in similar papers on heuristics learning, we include a simplified description of the state among the input features. Existing approaches only learn the goal-distance of the state using a few precomputed features that don’t contain state description but mostly only heuristic estimates. We believe, that state description is important so that the network could distinguish between different types of states. Identifying types of states is crucial for the network to find out in which kinds of states the given heuristics underestimate and by how much.

1http://www.cs.colostate.edu/~ipc2014/
2http://www.asimovinstitute.org/neural-network-zoo/
2 Background

2.1 Rubik’s Cube

The famous puzzle - Rubik’s cube may serve as an example of a planning problem. The task is to find a sequence of actions leading from given initial state to specified goal state.

From a search perspective, the number of unique states of the standard 3x3x3 cube is $8! \times 3^8 \times 12! \times 2^{12} \times \frac{1}{12}$ which is about $4 \times 10^{19}$. Every state can be solved optimally in at most 26 quarter-moves. There is a single goal state and the branching factor is 12 when using a symmetry breaking representation. We consider a model using quarter-moves meaning that it is allowed to rotate layers only by $90^\circ$. The half-move representation allows sides to be rotated by $180^\circ$ in a single move.

To be able to describe some other properties of the cube, we first need to define a few additional notions. The 3x3x3 cube consists of 27 little cubes which we call cubies. Some faces of these cubies are colored, or more precisely they carry colored stickers. In the goal state, all faces of the large cube contains only stickers of the same color.

If we disassembled the cube, we would get 8 corner-cubies, each of which carrying 3 colored stickers, 12 edge-cubies, each with 2 stickers on them and 6 central-cubies each having 1 sticker.

A cube of any size can easily be solved suboptimally using a simple algorithm that runs in time $O(n^2)$, where $n$ is the size of the cube. Finding optimal solutions seems to be much harder, although the complexity class of this task has long been unknown. It has only recently been proven that solving Rubik’s cube optimally is indeed NP-hard [4, 5].

Current state-of-the-art approaches for finding optimal or near-optimal solutions often utilize forward state space search using a pattern database as a heuristic [11, 16]. Pattern databases (PDBs) are precomputed solutions to smaller problems which are created from the original by abstracting-away some of its features. For example, if we only consider the 8 corner cubies of a standard 3x3x3 cube, we will get a 2x2x2 cube which is much easier to solve. The whole state space of this smaller problem may be enumerated, solved optimally for each state and stored in a database. For each state of the standard cube, we can then project it on the pattern by ignoring everything except the corners, look-up this state in the database and use its evaluation as a lower bound on the length of the plan. The set of features that we consider in the smaller problem is called pattern and features that are not included in the pattern are ignored.

A single pattern never contains all cubies. Using it as a heuristic leads to a state where all cubies contained in the pattern are correctly placed but others are not. In such states, the heuristic value is 0 and the algorithm has a hard time finding the goal state since it has no further guidance. For efficient searching it is necessary to combine several PDBs with different patterns or to combine PDB with other types of heuristics. There are many ways of combining the heuristics, from simple ones, like taking maximum, to more complex ones like additive PDBs or cost partitioning [10].

2.2 Heuristic Learning

The task of heuristic learning is to automatically create a heuristic function for given problem based on some training data. The learning is typically done a priory, where the training data are provided before the search. Heuristic can also be learned on-the-fly, where previous attempts to solve the problem serve as training data to learn future search strategy [7].

Several attempts have been made to utilize NNs for the heuristic learning task [1, 2, 14, 3, 17]. In the typical setting, a set of features is computed for every state in the training set as well as the optimal distance-to-go to the nearest goal state, and the network is then used to learn a mapping from features to distance estimate. After the learning process is finished, the network is used as a heuristic distance estimator together with an informed forward search algorithm like A* or IDA*.

Heuristics that are learned in this way provide no guarantees on admissibility. The goal of learning is so that the heuristic would be close to the real value but not necessarily always admissible - i.e. smaller than the real distance-to-go. Since search with an inadmissible heuristic doesn’t typically guarantee finding optimal solutions, this approach is only suitable in cases where close-to-optimal solutions are sufficient. It is however possible to guarantee optimality even with an inadmissible heuristic by modifying the search strategy [9].

From the complexity perspective, the task of heuristic learning in general is hard. It is known that the task of finding optimal solutions to some planning problems like generalized 15-puzzle, Sokoban, and many more is NP-hard or even harder. It is also known that with an accurate-enough heuristic, the search time may be polynomial. Namely, if $\forall x : (h^*(x) - h(x)) \in O(\log(h^*(x)))$ where $x$ are states, $h$ is heuristic and $h^*$ is the real goal distance, then the search time is polynomial [13, p. 99]. It is therefore obvious that such heuristic cannot be computed in polynomial time unless some complexity classes collapse. The learned heuristic will probably not be able to solve large problems optimally in polynomial time but it may still outperform classic human-designed heuristics.

2.3 Notation

In the rest of the text, we use the following notation:

- $S$ is the set of all states of the Rubik’s cube
- $g \in S$ is the goal state
- $h^* : S \mapsto \mathbb{N}^0$ is goal-distance of states
• $F = (f_1, f_2, \ldots, f_n)$ is the set of real-valued features of states, where $\forall i : f_i : S \rightarrow \mathbb{R}$
• $h_{NN} : F(S) \rightarrow \mathbb{R}$ is the function that the neural network will approximate, where $F(S) = \{(f_1(s), f_2(s), \ldots, f_n(s)) \mid s \in S\}$

$h_{NN}$ will then be used as a heuristic. When referring to this heuristic’s value, we will write $h_{NN}(s)$ instead of $h_{NN}(f_1(s), f_2(s), \ldots, f_n(s))$. The goal of the learning is that $h_{NN}(s)$ is close to $h^*(s)$ for all states.

3 Getting the Training Data

There is a big issue of obtaining the training data. It is problematic to compute the real goal distances for a large number of training states due to enormous time complexity of such task. We have tried another way of generating training samples using backward search and random walks. This way we don’t get exact goal-distances, but the obtained values should be close enough to them for most states.

3.1 Generating Samples by Random Walks

This approach works as follows:

1. Run a breadth-first search (BFS) from the goal state, store every visited state together with its goal-distance for as long as the memory suffices.
2. From the BFS frontier select $K$ states at random.
3. From each of these $K$ states, run a short random walk.
4. Among the states visited by random walks, select the desired number of states as a training set.

For the states visited by BFS, we know the exact goal distance. We have been able to generate $10^7$ states which consumed about 5.5 GB of memory. This set contained all states with goal distance of 5 or lower and some states with goal distance of 6.

Random walks start from the BFS frontier and have length of 19. Random walk is forbidden to re-visit a state that it has visited previously, but two different random walks may intersect. The estimated goal distance of a node is then calculated as goal distance of the initial state of the random walk + the length of the random walk before it encountered the given state.

True goal distance of the state, where the random walk starts is known since it lies in the BFS frontier. For the other states that the random walk encounters, we only have an estimate of the goal distance. We believe, that for most states the estimate will be reasonably close to the real value, especially for states closer to the goal (i.e. closer to the BFS frontier) but the values are in general over-estimated.

Length of the random walks was set to 19 so that they could visit states that are as far as 25 from the goal state. (The BFS expands nodes to depth 6 and then a random walk goes for another 19 steps). The maximum distance to the goal of every state is 26, but the number of states that actually require 26 steps is very low so we ignore them in the training process.

If two random walks intersect, we recompute the goal distances of their states such that the triangle inequality holds. I.e. if some state is visited by a shorter walk, all its neighbours are informed of this shorter path and are recomputed if necessary. Then the information is passed on to their neighbours, their neighbours’ neighbours etc. Experiments however show, that such intersections rarely happen.

A small number of random walks returns back to the set of states visited by BFS. Such random walks we discard from further use.

We generated a total of 100 000 samples evenly distributed in the state space.

3.2 Generating Samples Using an Optimal Solver

Our experiments showed that the random walks approach is not efficient enough. It introduces a significant noise into the training set which increases the training error of the network.

The noise is caused by the fact that a random walk of length $k$ leads to a state whose real goal distance is typically smaller than $k$ and cannot be exactly determined. Our experiments showed that the random walk over-estimates the goal distance by approximately 20%. The target value associated with the sample is in this case a random variable with mean of roughly $0.8 \times k$ and a non-zero variance. It is impossible for the network to predict the noise caused by this variance which significantly increases the training error.

To counter this problem, we used an optimal solver to generate training samples with exact target values. We used the Cube Explorer 5.13 software available on http://kociemba.org/cube.htm. The solver is quite fast on most inputs - it can optimally solve samples that are as far as 15 from the goal within a few seconds. There are however no guarantees on the runtime and some samples may require much more time to solve. For example, the super-flip position, which is among the hardest takes more than 30 minutes to solve optimally with Cube Explorer.

We generated over 100 000 cube configurations by very long random walks from goal state. We then used the solver to find optimal solutions for each of these configurations. From the resulting optimal paths, we selected the training samples. We selected 3-4 configurations from every optimal path.

This way we generated a total of 345 396 training samples. Each of the samples is associated with a true goal distance. Generating the samples took about 48 wall-clock hours on 40 computers with 8 cores each. That gives about 15 000 CPU hours.
4 Feature Selection

We use a total of 22 features for every state. Some of the features are computed by PDB heuristics, some by other simpler heuristics and some of them describe the state directly.

We use 8 PDB heuristics with different patterns. The first pattern contains all 8 corner cubies and each of the other 7 patterns is composed by a set of 6 edge cubies. Every pattern contains different set of edge cubies and every edge cubie is included in some pattern.

All databases together contain about 150 million entries, take about 450 MB of memory and creating them took about 15 CPU hours.

Another five features are provided by simpler heuristics. These heuristics only count number of stickers that violate some conditions. They don’t take into account cubies, i.e. they pretend that we can "unstick" some colored stickers from the cube and then stick them some place else. Heuristics count the number of such unstick-stick operations necessary to get the goal state of the cube. Heuristics work as follows:

- **errors**: Number of stickers that are not on the correct face. This number is then divided by 12 so that the resulting heuristic is admissible. (It is possible to move 12 stickers in a single move.)
- **distance**: The same as previous but stickers that need to go to the opposite face count as two because they require at least two moves to be placed correctly. The number is then also divided in order to be admissible.
- **pairs-different**: The total number of neighbouring pairs of stickers that are not in correct place. Neighbouring pair consists of two stickers on the same face that are next to each other (i.e. touching by an edge). Among all neighbouring pairs, we count those in which the two stickers have different colors. The number is then again normalized so that the estimate is admissible.
- **face-different**: The same as before but we consider every two stickers that are on the same face as a pair even if they are not next to each other.
- **face-error**: This only considers one specific face and counts how well it is moved completed.

The mentioned heuristics may look very similar but they actually work differently. For example, if we use the heuristics pairs-different and face-different to search for a solution of 8x8x8 cube, we get a very different kinds of states. Figures 1 and 2 show two states where the two heuristics got stuck respectively. The pairs-different heuristic (figure 1) created a number of connected components of the same color on each face, while face-different (figure 2) maximized the total number of colored stickers that are together on each face but it didn’t create any coherent patterns.

The rest of the features we use describe the state directly by specifying relations between cubies’ current positions and their goal positions.

There are three types of cubies as described in 2.1: centres, vertices and edges. The central cubies never change their relative positions so we don’t use them in this phase. For the other two types, we count every possible relation between positions of two cubies in the cube.

For example: two corner cubies may be in four different relative positions:

1. they are in the same place (i.e. they are both the same cubie)
2. they are on the same edge but not the same cubie
3. they are in the same face but not on the same edge
4. they are not in the same face (i.e. opposite corners of the cube)

In the given state, we determine the target position of every corner-cubie and then compute relation between the cubie’s current position and it’s target position. We then count the number of cubies that are in relations 1, 2, 3 and 4 respectively and use these numbers as features. For example, if we get numbers (8, 0, 0, 0), it means that in the given state, all corners are already in their respective correct positions.

We do the same for edge-cubies. Edges might be in 5 different relative positions, so this gives us another 5 features. (The number of edges that are in relation of 1,...,5 with their target positions.)

These features are not based on heuristics or estimating goal-distance. Instead they provide a description
All these features combined should provide enough information such that the network recognizes types of states in which given heuristics underestimate the real goal-distance and will be able to correct the estimate.

5 Network Design and Training

The network consists of 6 layers in total. The input layer contains 22 neurons that reads the 22 features we use. All features are real numbers within range \([0, 20]\). The four hidden layers contain 40, 36, 36 and 10 neurons respectively and all of them are feed-forward layers with \(tanh\) as their activation function. The output layer contains 1 neuron that computes the response of the network using linear activation. The response should be roughly within \([0, 25]\) since in all training samples the target value was inside this interval.

The architecture and layers’ sizes were designed according to "best practices" for the networks with similar number of inputs. We tried several other architectures (a cascade network, different numbers of hidden layers) but this one achieved best results.

To create and train the network, we used Matlab Neural Network Toolkit. We trained the network on a computer with processor Intel Core i7 920 (4x 2.66 GHz + Hyper-Threading), 12 GB RAM, graphic card Nvidia GeForce 210 that supports CUDA. The training took about 5 hours.

Other training parameters like batch-size, learning rate and so on were kept on the default values suggested for this kind of network by the framework.

5.1 Training Results

We only present training results obtained by the exact sample-generation strategy using the optimal solver. The strategy using random walks also works but leads to larger training error.

The accuracy of fit is depicted in figure 3. Histogram shows number of samples that are within a specified distance from their respective targets. Ideally, all samples should be in the column marked 0. We see that the network’s answers are slightly biased since most samples lie in the column 1. This means that the network under-estimates the true value.

Figure 4 shows more precisely the distribution of training error. The horizontal axis enumerates intervals and the height of columns represents the percentage of samples whose training error (in absolute value) lies within the specified interval. We can see that for more than 60% of samples, the error of estimation was less than 2. The mean absolute error was 1.94 with median of 1.22. The mean square error on the test set was 4.8 and median square error was 1.48. With the random walk sample-generation strategy the network only achieved mean square error of 8.9.

The training results show that for most samples the network was able to reasonably estimate their goal-distance but there is a few samples where the error is quite high. There is almost no difference between performance on training set and test set which suggests that the network is not over-fitted and should be able to generalize well.

Figure 5 shows a more thorough analysis of the network’s performance. On the bottom axes, there are error of the network and the target value (which is the goal-distance of the sample). Height of the column represents the number of samples that falls into the respective category.

We can see that on samples that are close to the goal, the network is very accurate, has almost zero variance and low bias. On samples that are further from goal the network’s answers became inaccurate. The variance increases and there is a slight bias towards under-estimating the real value.

6 Experiments

We used the trained network as a heuristic with IDA* algorithm on several randomly generated Rubik’s cube instances. We compared the performance with other heuristics. Iterative Deepening A* (IDA*) is an algorithm similar to A* with the difference, that breadth-first search strategy is replaced by several cost-limited depth-first search runs.
The cost is computed in the same manner as with A* - using a heuristic estimator, and the limit successively increases until a solution is found. The algorithm provides the same guarantees as A* while requiring significantly less memory and slightly more time.

6.1 Experimental Setting

We generated 320 random instances of Rubik’s cube and tried to solve them by IDA* with several heuristics. We generated samples by random walks starting in the goal state. We label the instances by length of the random walk that was used. Instances that were created by short random walks are easier because the instance is closer to the goal state. We generate instances by random walks of lengths 10, 14, 18, 22, 26, 30, 34 and 38. We run 40 walks of each length to get 320 instances in total.

In the experimental evaluation, we used six heuristics:

1. maximum of the five simple heuristics that we used as features (those that count stickers), denoted $h_{\text{max}}(\text{simple})$
2. sum of these five heuristics, denoted $h_{\text{sum}}(\text{simple})$
3. maximum of the eight PDB heuristics mentioned earlier, denoted $h_{\text{max}}(\text{PDB})$
4. sum of these eight heuristics, denoted $h_{\text{sum}}(\text{PDB})$
5. neural network as it was trained, denoted $h_{\text{NN}}$
6. neural network with a post-processing, denoted $h_{\text{NN+}}$

In the post-processing, we simply take maximum of the result of the network and the PDB heuristic, i.e. $h_{\text{NN+}} = \max(h_{\text{NN}}, h_{\text{max}}(\text{PDB}))$. Since the $h_{\text{max}}(\text{PDB})$ is admissible, it makes no sense to estimate a value that is lower than $h_{\text{max}}(\text{PDB})$. Furthermore, the network already has access to PDB estimates because it takes them as its input features.

We run each heuristic on all 320 problems with time limit of 5 minutes for each search instance. Experiments took about 115 CPU hours and run on 20 computers.

We measured several criteria:

- time required to solve the instance (capped at 300 seconds)
- number of expanded nodes during the search
- length of solution found
- minimal heuristic value of states that the algorithm encountered during the search

The heuristics $h_{\text{max}}(\text{simple})$ and $h_{\text{max}}(\text{PDB})$ are admissible. The sum of PDBs is not guaranteed to be admissible in this case and neither is the response of NN. The summation-based heuristics are more greedy and might be at least able to find sub-optimal solutions quickly.

6.2 Results

A table with detailed results can be downloaded at this link.

We present the results grouped by the length of random walk that was used to generate the problem instance. We call this the difficulty of the instance. The longer walk was used, the further from goal the instance is and therefore requires a longer sequence of actions to solve.

The number of solved instances by specific algorithms is shown in figure 6. We can see that with increasing difficulty of the problem the number of solved instances drops rapidly. This is mostly due to relatively strict time limit of 5 minutes for solving each instance.

We can also see that $NN$ and $NN+$ heuristics solved the largest number of problems in most categories. In total, $h_{\text{NN}}$ solved 130 problems, $h_{\text{NN+}}$ 129 problems and $h_{\text{max}}(\text{PDB})$ 126 problems. $h_{\text{sum}}(\text{PDB})$ achieved much worse results and Simple heuristics scored the worst.

Figure 6: Number of problems solved by specific algorithms.

Figure 7 shows average number of expanded nodes of algorithms. Results are grouped by problem difficulty and...
only solved instances are considered. Simple heuristics have the largest number of expanded nodes (on problems that they have been able to solve) because they are the least informed ones.

PDBs have systematically higher number of expansion than both versions of neural networks. This suggests that both \( h_{\text{NN}} \) and \( h_{\text{NN}+} \) are more informed than \( h_{\text{max}(\text{PDB})} \). The effect is partially caused by the fact that evaluating \( h_{\text{NN}} \) is much slower than \( h_{\text{max}(\text{PDB})} \) and therefore the network is able to expand less nodes within given time limit.

Figure 7: Expanded nodes of solved instances for specific algorithms.

Figure 8 analyzes run-times of individual heuristics. Problems are divided into categories according to how much time it took to solve them. The horizontal axis represents those categories as time intervals and height of columns shows how many problems fall into such category.

We can see that both networks as well as PDBs have been able to solve significant number of problems in time lesser than 1 second (for each problem). The run-time of \( h_{\text{NN}} \), \( h_{\text{NN}+} \) and \( h_{\text{max}(\text{PDB})} \) are comparable. The time-performance of the other three heuristics is much worse.

Figure 8: Histogram of run-time demands of problems.

Figure 9 shows average length of solution found by specific heuristics. Only solved instances are considered. The figure shows that simple heuristics found best solutions on average in categories 14 and 18. This is however caused by the fact that simple heuristics were only able to solve small problems that have shorter solutions and unsuccessful attempts are not considered in the average. \( h_{\text{sum}(\text{PDB})} \) exhibits the worst average quality of solutions, but it has been able to solve the largest problem. This is caused by the fact that \( h_{\text{sum}(\text{PDB})} \) is the most greedy of all heuristics used. \( h_{\text{max}(\text{PDB})} \) has been able to find solutions with better average quality than both versions of the network. This is not surprising, since PDBs solved very similar set of problems as the NNs did and \( h_{\text{max}(\text{PDB})} \) is admissible so it guarantees finding optimal solutions. On average, NN found solutions that are 8.75% longer than optimal solutions found by PDBs. (Measured on instances that were solved by both \( h_{\text{NN}} \) and \( h_{\text{max}(\text{PDB})} \)).

Figure 9: Average length of solution of solved instances for specific algorithms.

In figure 10 we can see the average of minimal heuristic value of states encountered during the search. Only unsolved instances are considered, because on solved problems the minimal heuristic value is always 0. We can see some interesting results here. \( h_{\text{sum}(\text{PDB})} \) was able to find states very close to the goal on many unsolved problems. It exhibits the lowest overall values even though the heuristic is very greedy and over-estimates the true value significantly.

On average, \( h_{\text{NN}} \) found states with better heuristic values than \( h_{\text{NN}+} \). This is counter-intuitive as \( h_{\text{NN}+} \) is more informed. The result is most likely caused by the fact that \( h_{\text{NN}} \) under-estimated the true value of some states during the search, so it only “thought” it found close-to-goal states but it wasn’t really the case. \( h_{\text{NN}+} \) is less prone to such under-estimating.

7 Conclusion

We trained and experimentally tested a neural network to estimate goal distances of Rubik’s cube problems.
The network is competitive with state-of-the-art pattern databases.

Our experiments show that PDBs are very fast and reasonably accurate while the network’s evaluation is much slower because it involves computing the input features. Network therefore has lower search-speed in terms of nodes expanded per second. The NN heuristic, however, compensates this by being more informed than PDBs and can solve slightly larger number of problems witihing given time limit.

On unsolved task the network seems to be able to find states that are closer to goal than $h_{\text{max}}(\text{PDB})$. PDBs on the other hand guarantee optimality of solutions which the network does not.

We believe that the network represents an interesting and viable way of combining several heuristics together and for some use-case scenarios it may be the best choice. An ideal use-case scenario for NN is situation where we solve many problems from the same domain, there is enough time to prepare for the search (to train the network) and optimal solutions are not strictly required.

As a future work, we would like to find a balance between accuracy and speed of the network. By using a small set of suitable features, it should be possible to train network that is accurate and it’s evaluation is still fast.
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Abstract: Avoiding collisions with obstacles and intercepting objects based on the visual perception is a vital survival ability of any animal. In this work, we propose an extension of the biologically based collision avoidance algorithm to the detection of intercepting objects using the Lobula Giant Movement Detector (LGMD) connected directly to the locomotion control unit based on the Central Pattern Generator (CPG) of a hexapod walking robot. The proposed extension uses Recurrent Neural Network (RNN) to map the output of the LGMD on the input of the CPG to enhance collision avoiding behavior of the robot in cluttered environments. The presented results of the experimental verification of the proposed system with a real mobile hexapod crawling robot support the feasibility of the presented approach in collision avoidance scenarios.

1 Introduction

Avoiding collisions with obstacles and intercepting objects is a vital survival ability for any animal. For a mobile robot moving from one place to another, the contact with a fixed or moving object may have fatal consequences. Therefore, it is desirable to study the problem of collision avoidance and derive new and computationally efficient ways to trigger collision avoiding behavior.

In this work, we concern a problem of biologically inspired motion control and collision avoidance with a legged walking robot equipped with a forward looking camera only. We propose to utilize a Central Pattern Generator (CPG) approach [1] for robot locomotion control and the vision-based collision avoidance approach using the Lobula Giant Movement Detector (LGMD) [2] which are both combined in the proposed controller based on Recurrent Neural Network (RNN).

The proposed solution builds on our previous results published in [3] in which only a simple mapping function is utilized for transforming the output of LGMD neural network directly to the locomotion control parameters of the CPG controller [1]. Such a solution works well in laboratory conditions, but, unfortunately, it is error-prone in the cluttered environment. It is mainly because of the way how the LGMD neural network processes the visual data and due to a simple mapping function. The LGMD reacts on the lateral movement of vertical edges in the image regardless their depth in the scene. In a cluttered environment, this results that the output is heavily influenced by a lot of stimuli from the distinctive edges in a far distance from the robot. Moreover the mapping function translates the output of the LGMD directly to the locomotion control parameters. Hence, the reaction of the robot is based solely on the current observation of the environment which results in situations when the robot hits an obstacle from the side that has successfully avoided earlier but it is already out of the field of view. Therefore, we propose to enhance the collision avoiding behavior of the robot by incorporating a memory mechanism by means of the RNN.

The overall structure of the proposed system is depicted in Fig. 1. Regarding to the previous approaches, here, we would like to emphasize a practical verification of the proposed method on a real walking robot as the specific nature of the legged locomotion makes the problem more difficult in comparison to the wheeled [4, 5] or flying [6] robots. The main difference originates in abrupt motions of the camera induced by the locomotion of the robot which negatively influences the output of the collision avoiding visual pathway.

The reminder of the paper is organized as follows. The most related approaches on the neural-based collision avoidance using vision are summarized in Section 2. Section 3 describes the individual building blocks of the proposed control architecture. Evaluation results and their discussion are detailed in Section 4. Concluding remarks and suggestions for future work are dedicated to Section 5.

2 Related Work

The problem of collision avoidance has been studied ever since the mobile robots appeared. Hence, there is a lot of different approaches using different sensors and different
processing techniques. In this work, we are focused on vision-based neural obstacle avoidance methods and the most related approaches are described in the rest of this section.

Direct mapping of the visual perception on the robot control command using a feed-forward neural network has been already utilized in several methods. The problem of road following using neural networks, which dates back to 90s, can be considered as a special case of the collision avoidance problem [7]. However, such approaches cannot be considered as biologically-based because of artificial nature of the examined roads.

In [2], the Lobula Giant Movement Detector (LGMD) neural network has been introduced in robotics to imitate the way how insects avoid collisions with an intercepting object [8]. The approach has been widely adopted for its simplicity and relatively good performance with wheeled [2, 4, 5] and flying [6] robots. However, these approaches experimentally verify the collision avoidance with a real robot either in a closed arena where it is necessary to avoid collisions with walls or in a scenario where a static robot is supposed to detect an intercepting object. Moreover, the walls of the arena or the obstacles were homogeneously distributed or coated with a high contrast artificial pattern which significantly improves the behavior of the LGMD. In our approach, we focus on the deployment of the LGMD in heavily cluttered unstructured environment, and thus evaluate the approach in more realistic scenarios.

An experimental study on the prediction of evasive steering maneuvers in urban traffic scenarios has been recently published in [9]. In this approach, the performance of the LGMD is improved by introducing so-called “danger zones” which are the image areas that will most likely indicate the incoming threat.

Another approach presented in [10] compares the performance of the LGMD and Directional Selective Neurons (DSN) in the ability to avoid collisions. Both of them are to be found in the visual pathways of insects. The reported results show that the LGMD can be trained using evolutionary techniques to outperform the DSN in the collision recognition ability.

Regarding our target scenario, the most relevant approach to the proposed solution has been presented in [11]. The authors use a biologically-inspired collision avoidance approach based on the extraction of nearness information from the image depth estimation to detect obstacles and avoid collisions. The whole system allows a simulated hexapod robot to navigate cluttered environment while actively avoiding obstacles. However, the approach uses a direct feed-forward approach for the motion control and it has not been deployed in a real-world scenario.

The herein proposed control mechanism utilizes a Recurrent Neural Network (RNN) that has been already utilized in collision avoiding scenarios using odor sensors on whiskers [12] or a set of infrared rangefinders [13]. A vision-based collision avoidance for an UAV based on the RNN has been recently presented in [14] which trains the UAV to avoid collisions during autonomous indoor flight. This work served as the inspiration for our neural-based autonomous agent.

3 Proposed Solution

Three basic functional parts can be identified within the proposed collision avoiding system. They are depicted in three different colors in Fig. 1. The first part is the locomotion control unit based on the chaotic oscillator [15] depicted in an orange color whose purpose is to control the walking pattern and to solve the kinematics. It allows to change the type of the motion gait based on the pre-set parameter $p$ and steer the robot motion according to the input signal $turn$ defining the turning radius. The second part is the visual pathway depicted in a green color which utilizes the LGMD neural network for avoiding approaching objects and triggering escape behavior. The main idea of the proposed approach is to use the LGMD outputs for setting the hexapod control parameters, in particular, the turning radius $turn$ of the robot. In this work, we are proposing to use the RNN-based approach for the translation of the LGMD output to the $turn$ parameter which is dedicated to the last part depicted in a yellow color. Each part is discussed in more detail in the following sections.

3.1 CPG-Based Locomotion Control

The locomotion control is based on our previous work presented in [1]. It utilizes only one chaotic CPG [15] consisting of two interconnected neurons with a control input computed solely based on the input period $p$. The CPG stabilizes a periodic orbit of $p$ from the chaotic oscillation, so the output is a discrete periodic signal. The period $p \in \{4, 6, 8, 12\}$ directly determines the resulting walking pattern (motion gait): tripod, ripple, tetrapod, and wave, respectively [16].

Afterwards, the output of the chaotic oscillator is shaped and post-processed in order to obtain a signal usable for a trajectory generator and to determine the phase of individual legs, i.e., whether the leg is swinging or supporting the body. Afterwards, the output of the chaotic oscillator is thresholded and a triangle wave alternating between $-1$ and $1$ is produced, where the upslope (swing phase) is a constant and the downslope (support phase) depends on the period $p$. Based on the leg coordination rules [17], individual delays are applied to the triangular wave per each leg to produce the rhythmic pattern for each leg.

The result of the post-processing module is fed into a trajectory generator, which determines the position of foot-tips according to the input signal along with the parameter $turn$, which is given by the RNN-based controller. The $turn$ parameter is equal to the distance (in millimeters) from the robot center to the turning center on a line perpendicular to the heading of the robot connecting the
default positions of the middle legs. Based on the turn parameter and the triangular wave, the trajectory generator uniquely determines the foot-tip positions of each leg on the constructed arcs which are limited by the angle \( \alpha \). The value of \( \alpha \) is computed from the distance of the furthest leg from the pivotal point established by turn and the maximum step size \( y_{\text{max}} \). The idea of the trajectory generator is visualized in Fig. 2. The output of the trajectory generator is transformed into the joint space using the inverse kinematics module and then performed by the robot actuators. Notice, the speed of the robot forward motion is determined by the period \( p \), while the robot angular velocity is controlled by the turn parameter, which is adjusted by the RNN-based controller from the LGMD output.

3.2 LGMD Neural Network

The LGMD [2] is a neural network found in the visual pathways of insects, such as locusts [8], which responds selectively to objects approaching the animal on a collision course. It is composed of four groups of cells: Photoreceptive, Excitatory, Inhibitory, and Summation arranged in three layers; and two individual cells: Feed-forward inhibitory and Lobula Giant Movement Detector. The structure of the network is visualized in Fig. 3.

The Photoreceptive layer processes the sensory input from the camera. Its output is the difference between two successive grayscale camera frames and it is computed as

\[
P_f(x,y) = L_f(x,y) - L_{f-1}(x,y),
\]

where \( L_f \) is the current frame, \( L_{f-1} \) is the previous frame and \((x,y)\) are the pixel coordinates. In principle, the Photoreceptive layer implements a contrast enhancement and forms the input to the following two groups of neurons – the Inhibition layer and Excitatory layer.

The response of the Inhibition layer is computed as

\[
I_f(x,y) = \sum_{i=-n}^{n} \sum_{j=-n}^{n} P_{f-1}(x+i,y+j) w_i(j),
\]

where \( w_f \) are the inhibition weights set as

\[
w_f = \begin{bmatrix} 0.06 & 0.12 & 0.25 & 0.12 & 0.06 \\ 0.12 & 0.06 & 0.12 & 0.06 & 0.12 \\ 0.25 & 0.12 & 0 & 0.12 & 0.25 \\ 0.12 & 0.06 & 0.12 & 0.06 & 0.12 \\ 0.06 & 0.12 & 0.25 & 0.12 & 0.06 \end{bmatrix}.
\]

The Inhibition layer is essentially smoothing the Photoreceptive layer output values and filtering those caused by noise or camera imperfections. The inhibition weights \( w_f \) are selected experimentally with respect to the LGMD description in [2] which uses \( 3 \times 3 \) matrix of inhibition weights, but on an image with a much lower resolution.

The Excitatory layer is used to time delay the output of Photoreceptive layer and it is calculated as

\[
E = |P_f(x,y)|.
\]

The response of the Summation layer is computed as

\[
S_f(x,y) = E(x,y) - |I_f(x,y)| W_f,
\]

where \( W_f = 0.4 \) is the global inhibition weight. Let \( S'_f \) be a matrix for which each value exceeding the threshold \( T_f \) is passed and any lower value is set to 0

\[
S'_f(x,y) = \begin{cases} S_f(x,y) & \text{if } S_f(x,y) \geq T_f \\ 0 & \text{otherwise} \end{cases}
\]

Then, an excitation of the LGMD cell is computed as

\[
U_f = \sum_{x=1}^{k} \sum_{y=1}^{l} |S'_f(x,y)|
\]

and finally, the LGMD cell output is

\[
u_f = (1 + e^{-U_f/n_{\text{cell}}})^{-1},
\]

where \( n_{\text{cell}} \) is the total number of cells (the number of pixels). Note, the output of \( u_f \) is in the interval \( u_f \in [0.5, 1] \).

Typically, the LGMD neural network contains Feed-forward cell which is not utilized in the proposed scheme based on the results of the experimental evaluation. The purpose of the Feed-forward cell is to suppress the output of the LGMD cell in a case of fast camera movements.
However, due to the specific nature of the legged locomotion, this feature is undesirable as it makes the LGMD network less sensitive.

In our setup, two LGMD neural networks are utilized in parallel to distinguish the direction of the interception, and thus be able to steer the robot in the opposite direction to achieve the desired obstacle avoiding behavior. The input image from a single camera is split into left and right parts with the overlapping center part. Each of the LGMDs provide the output which we denote $u^\text{left}_f$ and $u^\text{right}_f$ for the left and the right LGMD respectively.

### 3.3 RNN-Based Controller

In our previous work [3], we utilized a direct mapping function between the LGMDs output tuple and the turn parameter of the CPG. The particular mapping function was designed as

$$
\Phi(e) = \begin{cases} 
100/2e & \text{for } |e| \geq 0.2 \\
10000 \cdot \text{sgn}(e) & \text{for } |e| < 0.2 
\end{cases}
$$

(9)

where error $e$ is calculated as the difference of the LGMD outputs $e = u^\text{left}_f - u^\text{right}_f$.

However, the direct mapping function failed in the collision avoidance in cluttered environment. Therefore, we developed an RNN-based controller that takes the left and right LGMD outputs on its input and provides an estimate of the turn parameter on its output.

In the proposed controller, we utilized the Recurrent Neural Network (RNN) based on the Long Short Term Memory (LSTM) [18] with two inputs, one hidden layer, and one output that estimate the error $e$ which is then used with the mapping function given by (9). The Backpropagation Through Time (BPTT) [19] is utilized for the RNN training, which unrolls the network over the time resulting in a feed-forward neural network. As there are only two real number inputs to the network, it is unnecessary to use sliding window approaches to the learning as it is possible to feed the data to the network in a full length. The structure of the LSTM neural network is visualized in Fig. 4.

The main idea is to connect the RNN directly to the outputs of the left and right LGMDs and let the neural network estimate the parameter $e$ which is then translated by (9) to the turn parameter of the CPG-based locomotion controller.

### 4 Experimental Evaluation

The experimental verification of the proposed neural-based controller is focused on the ability of the hexapod walking robot to avoid collisions with the obstacles on its path. We are emphasizing the practical verification with a real walking robot to thoroughly test the proposed solution and provide insights on the achieved performance.

The experimental evaluation has been considered with the hexapod walking robot visualized in Fig. 5a. The robot has six legs attached to the trunk that hosts the sensors. In particular, the Logitech C920 camera with the field of view 78° to provide the LGMD with the visual input has been utilized. The image data fed into the LGMD neural network has been subsampled to the resolution of $176 \times 144$ pixels and divided into two parts overlapping in 10% of the image area.

![Hexapod walking robot](image1)

Figure 5: (a) The hexapod walking robot, (b) the laboratory test environment, and (c-g) typical images captured by the robot

The robot has operated in an arena surrounded by obstacles, which are formed by tables, chairs and boxes (see Fig. 5b). The robot movement has been tracked by a visual localization system which tracks the AprilTag [20] pattern attached to the robot, which allows to capture the real trajectory the robot was traversing. Typical images captured by the robot during traversing the arena are visualized in Fig. 5c-g. As the LGMD reacts strongly on the lateral movement of vertical edges in the image, it is much harder to avoid obstacles in the cluttered environment where the edges are distributed non-homogeneously in contrast to experiments performed in [2, 4, 6].

### 4.1 RNN Training Process

The LSTM neural network [18] has been trained using the BPTT technique [19]. The training process has been performed as follows. First, 10 sample trajectories have been collected by manually guiding the robot through the environment while avoiding the obstacles. The outputs of both the LGMDs have been recorded and the parameter turn has been adjusted manually, from which the corresponding error parameter $e$ has been computed. The sampled...
trajectories contain altogether 22530 sample points. Next, the neural network has been trained with these 10 trajectories in 1000 iterations.

The herein utilized RNN has 2 inputs, 16 hidden states, and 1 output. The 16 hidden states have been selected as a compromise between the complexity of the RNN and the behavior observed during the experimental verification. As one of the problems of the former solution is the behavior of the robot when it successfully initiate the obstacle avoidance but it then hits it from the side, we selected 16 hidden states as the memory buffer to provide sufficient capacity for the robot to traverse 0.4 m given its dimensions, speed and camera frame rate.

The sigmoid function has been used as the activation function of the RNN

\[
f(x) = \frac{1}{1 + e^{-x}}. \tag{10}\]

As the LGMD outputs are in the range \(u_f \in [0.5, 1]\) and the error function \(e \in [-0.5, 0.5]\), the RNN has been trained to estimate the value of \(e + 0.5\) which is feasible for the sigmoid function with the range of \(f(x) \in [0, 1]\).

### 4.2 Experimental Results

Altogether, 20 trials have been performed in the laboratory arena to verify the ability of the robot to avoid collisions. The robot has been directed to intercept different obstacles and its behavior has been observed. The algorithm failed only in 3 trials while the previous approach based on the direct control proposed in [3] is unable to operate in such a heavily cluttered environment at all. The first failed trial is specific by a direct collision with a low-textured wooden barrier (see Fig. 5d), hence the LGMDs failed to detect an approaching object. The second and third failures fall into the category of sideway interception when the robot successfully starts to avoid the obstacle but the robot hits it later from a side.

Fig. 6 shows three typical trajectories crawled by the hexapod robot in the laboratory arena. The trajectory is overlaid with the perpendicular arrows that characterize the direction and magnitude of the error \(e\) that is used for the robot steering which correspond to the direction in which the neural-based controller is sensing an obstacle. Besides, the corresponding plot of the LGMD outputs and the comparison of the control output provided by the proposed neural-based controller \(e_{\text{rms}}\) and the direct control method \(e_{\text{direct}}\) is visualized in Fig. 7.

Further, we let the robot to continuously crawl the area and avoid obstacles. The robot has crawled the distance of approx. 140 m while colliding only 8 times.

### 4.3 Discussion

The presented results indicate that the proposed neural-based locomotion controller with the collision avoidance feedback provided by the LGMD neural network and the RNN-based controller is feasible. Moreover, the utilization of the RNN considerably improves the collision avoiding behavior in comparison to the direct control mechanism presented in [3]. The difference between the control principles can be best observed in Fig. 7a. It can be seen that the RNN filters oscillations in the error \(e\) which would disable the robot from avoiding the collision in a case of the direct control.

On the other hand, it is not particularly clear what is the RNN-based controller reacting to, as the dependency of the output on the distance to the closest obstacle has not been confirmed. This can be observed in Fig. 6c and the corresponding plot of the error function in Fig. 7c where the controller starts to oscillate after successfully avoiding the first obstacle. Other experimental trials have shown that these oscillations do not affect the collision avoiding behavior; however, it is unclear how and why they are produced by the neural controller.

The results indicate that the RNN calculates a weighted average of the LGMD outputs over a short period. However, further analysis of the behavior of the controller is necessary to reliably evaluate its properties.

Last but not least, the proposed controller performs only a collision avoiding behavior and does not guide the robot to any particular goal. Thus, we consider an extension of the proposed method to incorporate a higher level goal following to the architecture of the neural-based controller as a future work.

### 5 Conclusion

In this paper, we propose an extension of the biologically based collision avoidance approach with a Recurrent Neural Network to enhance the collision avoiding behavior of a hexapod walking robot. The proposed extension allows the robot to operate in heavily cluttered environments. The herein presented experimental results indicate feasibility of the controller which failed to avoid collision in only 3 out of 20 performed trials. The experimental results raised questions about the cause of the observed oscillations that deserve future investigation. Besides, we aim to improve the proposed biologically-based architecture to follow a specific target location, and thus developed biologically inspired autonomous navigation.
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Comparison of direct and neural based control - $t_1$, $t_4$, and $t_5$

Figure 6: Collision avoiding trajectories for the experiments $t_1$, $t_4$, and $t_5$

Figure 7: Comparison of the control output provided by the proposed neural-based controller $e_{\text{rms}}$ and the direct method $e_{\text{direct}}$ for the experiments $t_1$, $t_4$, and $t_5$


Abstract: In this paper, we present our results on application of reinforcement learning on full body control of a humanoid robot. The task we try to learn is achieving vertical position of robot’s torso from an initial position of laying flat on the ground. Our experimental setup includes an instance of the NAO robot in the Webots simulation environment. We use an actor-critic neural agent. As this is a work in progress, we only train offline from a sample of random movements. We present a series of experiments on a simplified task and a final evaluation on the humanoid robot control task that shows improvement over random policy.
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1 Introduction

Nowadays, there are humanoid robot bodies available with high degree of movement freedom. They are also equipped with sensors, which provide large amount of input from robot’s environment in multiple modes as well as input from robot’s own body. This immense amount of input data and freedom of actions poses a challenge of fully exploiting robot’s potential.

In real-world environment, any movement is subject to unpredictable deviations. When performing fixed sequences of movements, a robot will end up in a very different final position every time due to cumulating inaccuracies of every step in the sequence. Therefore, many subtle and significant changes to originally planned sequence need to be made continuously to compensate for stochasticity of the real-world environment. A feasible control policy needs to translate sensory readings to appropriate action in every time step.

Complexity of such policy makes it very time consuming to engineer using model-based methods. Also, it is impossible to predict all situations a robot can encounter in real-world. Ability to learn by reinforcement from the environment is necessary for true autonomy. Therefore, we aim to deploy and adapt reinforcement learning algorithms to humanoid robotics.

Deploying reinforcement learning algorithms to a humanoid robot is a difficult task as the dimensionality of state and action space is high. Robot NAO, which we use in our experiments, has 25 degrees of freedom. The robot should learn to control its body by directly applying torque to its actuators. This means that all the dynamics of its body are responsibility of the learning algorithm. As we have shown in our previous work [1], deploying the Deep Deterministic Policy Gradient Algorithm (DDPG) [2] yields very little results out of the box.

In this work, we evaluate applicability of actor-critic agents to humanoid body control. We focus on testing the capability of actor-critic method to infer the correct action from available experience. We first compare multiple common perceptron optimization methods to get best possible results on a simplified task. Then, we use the findings from simplified task to set up an experiment with the robot in a simulated environment, where we show an improvement over random policy baseline.

2 Background

In the field of Reinforcement Learning (RL), we model agent in its environment as a Markov Decision Process (MDP). MDP consists of state space $S$, action space $A$, transition dynamics given by probability density $P(s_{t+1}|s_t,a_t)$, and a reward function $R(s,a)$. By small letters $s$ and $a$ we denote state and action respectively and subscript them with $t$ and $t+1$ whenever the distinction between subsequent time steps is necessary. In every time step, agent observes the state of the MDP, picks an action according to its policy $\pi$ and receives a reward determined by the reward function. The policy $\pi$ is defined as probability of taking an action given the state agent has observed $\pi = P(a|s)$. Alternatively, policy can be constrained to a deterministic form. Then, it is simply a function of state that returns action to be performed $a_t = \pi(s_t)$. In our work, we use only the deterministic form of a policy.

We assume full observability of the environment. Under this assumption, the state and its observation are equal. They are often used interchangeably and in the rest of the paper we use both these terms.

The neural actor-critic algorithms are model free approaches that learn a policy by function approximation. The function approximation is used to evaluate utility (or value) of actions in given state expressed as a single real value. This evaluation function is called action value function and it is always denoted by $Q(s,a)$. When the utility of actions is known, it is possible to pick the most useful one. Another commonly used term is a state value func-
tion $V(s)$, which evaluates utility of a state. The relationship between the action value function and the state value function is:

$$V(s) = \max_a Q(s, a)$$

2.1 Actor-Critic Agent and How it Learns

The DDPG algorithm utilizes an actor-critic neural network architecture. The actor network implements the deterministic policy. The critic approximates the action value function $Q(s, a)$, and the actor network is trained to maximize the value of actions it outputs with respect to the action value function the critic approximates. The mathematical formulation of the actor is therefore $\text{argmax}_a Q(s, a)$.

The critic network is trained to minimize the error of action value prediction. An action is valuable for the immediate reward received upon taking it and also for all the rewards received in future for which taking that specific action was critical. Most often, the value of an action is defined as exponentially weighted sum of future rewards:

$$Q(s_t, a_t) = \sum_{i=1}^{\infty} \gamma^i r_{t+i}$$

where $\gamma \in (0, 1)$ is a discount factor that controls preference of close or distant outcomes. The action value of this form can be interpreted as an expected discounted cumulative reward or as an expected discounted return.

An optimal policy picks the most valuable action in each state. For such a policy, the Bellman Equation holds:

$$Q(s_t, a_t) = r_t + \gamma Q(s_{t+1}, a_{t+1})$$

We take this relationship as an objective function for training critic network. The approximation error $Y_t$ in a time step $t$ can be obtained by a simple modification:

$$Y_t = Q(s_t, a_t) - (r_t + \gamma Q(s_{t+1}, a_{t+1}))$$

Since calculation of the error includes the approximated function $Q(s, a)$ itself, the training bootstraps from $Q(s, a) = 0$, or a random distribution of values close to zero.

3 Related Work

The most inspiration we draw from the DDPG [2] algorithm by DeepMind, which was our starting point. This algorithm was already applied to control of robotic arms with 7 degrees of freedom by Gu et al. [3].

Our previous work we tried to apply the DDPG algorithm to the humanoid robot control task, which has shown little success [1]. We continue this work by exploring deeper possible causes of failure. A major one is most likely the regression accuracy. The mean error of the critic network was around 0.7. Considering sample standard deviation of reward values of around 0.62 this is likely to seriously hurt the learning process while combined with Bellman style propagation of discounted long-term rewards.

The most closely related work to ours is probably an example of learning a humanoid robot to stand up from sitting on a chair by Iida et al. [4]. They also control directly joint torques and use an actor-critic architecture, but with radial basis networks and Temporal Difference critic updates. This means that their critic network approximates the state value function. Its update rule is stated in equation 5.

$$\nabla V(s_t) = r_t + \gamma V(s_{t+1}) - V(s_t)$$

Unlike Sun and Roos [5] or Tutsoy et al. [6], we do not use animation primitives or inverse kinematics to lower dimensionality of the task. We want to impose no restrictions to the freedom of movements created by learning algorithm. This makes the problem much more challenging and the solution more useful if we are successful. We also do not want to rely on prior knowledge of body dynamics like inverse kinematics. Relying on the model of the specific device makes the method bound to it and makes the solution on the accuracy of the mathematical model. On the other hand, a model-free Reinforcement Learning method has potential to find perfectly working behaviors even for a damaged device with altered dynamics.

Beside the method we explore, there are Evolution Strategies (ES) and Policy Gradient (PG) methods that have also been successful in optimizing policies with continuous state and actions. Our method itself could be called a to PG method as it improves the policy by following its estimated gradient. However, it does so in quite an unusual way compared to classic PG algorithms, as it derives the gradient from a learned action-value $Q(s, a)$ function. Therefore, it is also a Q-Learning approach. The PG and ES methods are all competitive with the DDPG algorithm we started with and they deserve careful evaluation of applicability to NAO too.

Policy Gradient methods use a stochastic policy to generate a batch of randomized trajectories, then propagate discounted returns to all recorded actions and update the policy parameters in the ascent direction of likelihood of greater returns. The Trust Region Policy Optimization algorithm (TRPO) [7], a state of the art PG algorithm, uses Fisher information matrix for parameter scaling independence [8] and Kullback–Leibler divergence to normalize the magnitude of gradient ascent steps.

Salimans et al. [9] achieve comparable results to TRPO in MuLoCo physics simulator locomotion environments. Their approach is an Evolution Strategy, that represents the population by a factored gaussian distribution over weights of the neural network, which implements the policy. As black box optimization methods, Evolution Strategies work only with parameters perturbations and sampled values of the objective function, which is the result of an episode. The lack of per-transition evaluation of the deci-
sions made by the policy is the main difference from PG methods [8]. It also makes them generally less sample efficient. However, they are more suitable for parallelization [9].

4 Approach

In following experiments, we use actor-critic neural network architecture with offline learning from fixed sample of random trajectories. We focus on testing the capability of actor-critic method to infer the correct action from available experience. A sample of trajectories generated by random policy should be enough to infer first few moves from the initial state. A random policy is a policy that samples random actions uniformly over the action space. Having the trajectories pre-generated also speeds up our experiments.

We train without propagating long-term effects by bootstrapping critic with the Bellman equation, as it could be an undesirable source of variance. Therefore, the critic in this case implements a straightforward regression of rewards from state and action pairs, which should be sufficient for tasks in this paper. We implement both networks as multilayer perceptrons with one hidden layer. We compare results of stochastic gradient descend, ADAM optimizer [10] and LBFGS optimizers and some hyperparameters to find a setup that yields stable results.

The expected outcome is a policy that makes a reliable partial progress towards moving the robot to the upright posture. The fixed sample of random movements makes it unlikely to accomplish the whole task, as the samples of state and action are concentrated around the starting point and will be missing further along the unknown optimal trajectory.

4.1 Artificial Task

We start parameter exploration with a simpler artificial task to lower computational costs, and make it possible to perform more exhaustive search. More benefits of evaluating on an artificial task include elimination of noise and availability of known optimal policy.

The artificial task is defined as follows:

- **state** - real vector $s \in \mathbb{R}^d$. Represents agents position in a d-dimensional space. Dimensionality $d$ is a parameter of the task.
- **action** - a real vector $a \in \mathbb{R}^d$ of values in range $[-1,1]$. Represents a direction and distance in which the agent wants to move.
- **transition** - $s_{t+1} = s_t + a_t$.
- **reward function** - $r(s,a) = ||s|| - ||s + a||$.

An episode ends when $\exists c \in s, c > 3$, which is considered a failure. The agent has breached the boundary of allowed space. As a successful completion of the task is considered when the agent gets to the zero-position closer than a threshold value: $||s|| < 0.001$.

4.2 Getting up Task

The goal is to achieve a vertical posture of robot’s torso. We measure how much a posture is vertical by readings from accelerometer located in torso. In a vertical posture, the acceleration on Z axis of the accelerometer is approximately $-9.8\, ms^{-2}$ which equals gravitational acceleration of the earth. To complete this task the robot does not need to stand on its feet necessarily. Any stable sitting posture is enough. The reward function $r(s_t,s_{t+1})$ is defined for every transition from state $s_t$ to state $s_{t+1}$ as the difference of the vertical acceleration (See equation 6). We denote an acceleration measured on axis Z in state $s_t$ as $AccelZ(s_t)$.

$$r(s_t,s_{t+1}) = -(AccelZ(s_{t+1}) - AccelZ(s_t)) \quad (6)$$

The location of accelerometer in robot’s body is shown at the figure 2.

A specific characteristic of this task is no implicit division to episodes. The robot can make some progress towards the goal. Whenever it makes a wrong move, it will fall back to the initial position or some state along the way. This effect of gravity exposes the agent to new states and it is desirable to let the agent go on trying to learn independence of initial position.

We suppose that this nature of the task makes it unfavorable for propagation of discounted return by bootstrapping critic with Bellman equation. After a few rewarding actions, the robot will be in partially upright position, where any imprecise movement can cause fall. While exploring such states with random policy, there will be a strong imbalance between subsequent actions that bring more progress and rewards, and actions that cause the whole progress to be lost. Bootstrapping too early, before the subsequent correct actions have been sampled, will cause incorrect inference of long-term action utility. Therefore, we have decided to train only the immediate reward signal prediction with the critic network.

4.3 Experimental Setup

All experiments take place in Webots simulator with single instance of robot NAO. Figure 1 shows a block diagram of the whole experimental setup for robotic task. Observation of the environment includes:

- 25 joint angles that are to be reached and maintained by servomotors.
- 25 actual measured joint angles
- 3 real values of gyroscope
- 3 real values of accelerometer
- 8 feet force sensors readings
Some more sensory data are supported but are not available in the Webots simulator (e.g. joint absolute current values). Image from two cameras is also available, but we do not use this input yet.

In this environment, the policy controls directly the torque applied to all 25 actuators in 13 joints. An illustration of robot’s joints and their degrees of freedom presented on the figure 3. The action vector \( a \in (-1, 1)^{25} \) specifies the fraction of maximum torque to be used in positive or negative direction.

The implementation of action in this form for NAO was not straightforward as NAO’s API has a built-in feedback control mechanism that maintains specified angles of robot’s joints. The API allows to set new posture to be maintained and a torque limit. To simulate direct torque control, we set the torque limit for every joint and compute the change in the maintained angle of i-th joint \( \Delta \alpha_i \) by following relationship:

\[
\Delta \alpha_i = \omega_{\text{max},i} \cdot a_i \cdot \Delta t
\]

(7)

Where the \( \omega_{\text{max},i} \) is the maximum rotation velocity of the i-th joint (with full torque) and \( \Delta t \) is a duration of the action. This way we make sure that a joint is being moved with the specified force during the whole interval \( \Delta t \) and reaches its destination angle right at the end of the action time frame.

### 4.4 Performance Metrics

There are several ways to measure how successful the learned policy is. The more important of all metrics is observation by a human expert. Only human expert is able to tell whether what the robot is doing makes sense. However, it is impossible to evaluate many trained models this way as the time of human expert is precious. Therefore, numerical measures are necessary to compare policies with each other to select a few suitable for evaluating further.

A simple sum of collected rewards is not very informative metric for this task. Recall, that the reward function returns the difference in accelerometer readings between subsequent states. Then, the sum of collected rewards up to timestep \( t \) is equal to accelerometer reading in time...
Table 1: Action errors achieved with different optimizer combinations

<table>
<thead>
<tr>
<th>algorithm</th>
<th>critic optimizer</th>
<th>actor optimizer</th>
<th>mean action error mean</th>
<th>mean action error sd</th>
<th>mean maximum action error</th>
<th>maximum action error sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimal policy</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>actor-critic</td>
<td>lbfgs</td>
<td>sgd</td>
<td>0.073</td>
<td>0.2250</td>
<td>0.263</td>
<td>0.3524</td>
</tr>
<tr>
<td>actor-critic</td>
<td>lbfgs</td>
<td>adam</td>
<td>0.096</td>
<td>0.1001</td>
<td>0.337</td>
<td>0.2335</td>
</tr>
<tr>
<td>actor-critic</td>
<td>adam</td>
<td>sgd</td>
<td>0.134</td>
<td>0.2181</td>
<td>0.381</td>
<td>0.3890</td>
</tr>
<tr>
<td>actor-critic</td>
<td>lbfgs</td>
<td>lbfgs</td>
<td>0.188</td>
<td>0.1571</td>
<td>0.532</td>
<td>0.2282</td>
</tr>
<tr>
<td>actor-critic</td>
<td>adam</td>
<td>adam</td>
<td>0.199</td>
<td>0.2073</td>
<td>0.558</td>
<td>0.4048</td>
</tr>
<tr>
<td>actor-critic</td>
<td>adam</td>
<td>lbfgs</td>
<td>0.272</td>
<td>0.2175</td>
<td>0.648</td>
<td>0.3215</td>
</tr>
<tr>
<td>random policy</td>
<td></td>
<td></td>
<td>0.886</td>
<td>0.04277</td>
<td>1.494</td>
<td>0.2632</td>
</tr>
<tr>
<td>worst possible</td>
<td></td>
<td></td>
<td>1.670</td>
<td>0.01607</td>
<td>2.000</td>
<td></td>
</tr>
</tbody>
</table>

step $t$ plus the accelerometer reading in the initial state. Suppose there are two policies $\pi_1$ and $\pi_2$. The policy $\pi_1$ reliably achieves half of rewards that lead to target states and falls 10 times during the testing episode. The policy $\pi_2$ reliably achieves half of rewards that lead to target states and falls 100 times during the testing episode. Then policy $\pi_1$ is obviously better and it is likely to end up with higher score than $\pi_2$. However, it is certainly not guaranteed as the final posture of both policies is random variable.

The maximum cumulative reward is also not very informative measure. More precisely, by maximum cumulative reward we mean the highest sum of rewards collected up to some time step of a testing episode. See equation 8 for formal specification.

$$\max_t \left( \sum_{i=0}^{t} r(s_i, a_i) \right)$$  \hspace{1cm} (8)

This metric does not capture well the stability of learning. Poorly trained models that result in very variable policies can lead the robot near to the target posture occasionally without really learning anything. Therefore, we expect high variance of measurements of this metric.

The metric we consider most informative for the getting up task is mean cumulative reward over all time steps of the test episode. We define the mean cumulative reward as:

$$\frac{\sum^{n}_{i=0}(\sum^{t}_{i=0} r(s_i, a_i))}{n}$$  \hspace{1cm} (9)

is number of time steps where $n$ is number of time steps of test episode. In other words, this metric is an average verticality of robot’s posture weighted by time spent in that posture. This metric is favorable to policies that can make progress and also can maintain it or recover quickly after fall.

5 Results

5.1 Artificial Task

A first experiment is presented in Table 1. We have compared different optimization methods of actor and critic networks for artificial task of 1 dimension. The presented measures are mean and maximum action error during testing episode. All results are averaged over 40 training attempts. The error of an action is computed as a magnitude of difference from known optimal action. For critic and actor 4 hidden units were sufficient for this task. Adding more does not improve performance. The compared optimization methods are ADAM, Limited memory Broyden–Fletcher–Goldfarb–Shanno (lbfgs) and stochastic gradient descend with annealed learning rate.

We include optimal policy, random policy and worst possible policy for comparison. Optimal policy can be easily derived from the artificial task definition. The worst
policy can be derived from the same way as the optimal policy and it is the exact opposite of it. The worst policy computes the worst action available in each state. Random policy samples actions uniformly over the action space.

We can see that all configurations produce policies strongly biased towards the optimal policy. In further experiments, we use the top two configurations.

Figure 4 shows the same comparison with artificial task in 10 dimensions. The number of hidden units we needed for these results was 160 for critic and 80 for actor. Adding more hidden units brought only little improvement for considerable computation time cost. Also, number of random action samples was increased from 4000 to 12000. Results on 10-dimensional artificial task also show improvement over random policy. However, the bias towards the optimal policy is significantly weaker compared to 1 dimension. Therefore, we expect even smaller difference between random policy and learned policy for the robot control task.

5.2 Getting up Task

Figure 5 show comparison of results achieved with different number of units in one hidden layer of critic and actor networks. For every configuration, we show mean cumulative reward over testing episode of 20 trained models. This is a very early experiment, so we start from small neural networks to save computation time. All configurations achieved average score much higher than random movements policy. However, the variance between policies trained with the same configuration is high and there can be found policies that perform worse than random. For the best configuration of actor of size 64 and critic of size 256 the improvement over random policy can be confirmed by two sample t-test (p-value: 0.00026).

Figure 6: Cumulative reward per simulation step during an example testing episode.

An example of progress made by a trained policy during a testing episode is shown in the Figure 6. This policy achieved mean cumulative reward score of 2.17. The robot made a quick progress in getting off the ground and then was able to maintain it with oscillations. The posture usually reached with the well-trained policy is shown in Figure 7. The robot was able to support its weight with arms and push itself from the ground a bit. Since the first few moves seem to be learned well, it looks reasonable to gather another batch of experience by performing random actions after those few successful steps. An exploration schedule like this would almost certainly end up in a local optimum. Nevertheless, it would be an interesting result in this environment we suspect to be very noisy.

6 Conclusion

We have shown a partial progress in learning humanoid robot control by actor-critic approach. The improvement over random movements policy is clear but rather small. Experiments with artificial task of varying dimensionality show strong performance decrease in higher dimensions despite more data provided. Results show, that more
precise hyperparameter search could bring some improvement of unknown magnitude. Therefore, feasibility of offline actor-critic learning for humanoid robot body control remains an open question.
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Abstract: Implicitly weighted robust regression estimators for linear and nonlinear regression models include linear and nonlinear versions of the least trimmed squares and least weighted squares. After recalling known facts about these estimators, a nonparametric bootstrap procedure is proposed in this paper for estimates of their variances. These bootstrap estimates are elaborated for both the linear and nonlinear model. Practical contributions include several examples investigating the performance of the nonlinear least weighted squares estimator and comparing it with the classical least squares also by means of the variance estimates. Another theoretical novelty is a proposal of a two-stage version of the nonlinear least weighted squares estimator with adaptive (data-dependent) weights.

1 Introduction

Regression methodology has the aim to model (describe, estimate) a continuous variable (response) depending on one or more independent variables (regressors), which may be continuous and/or discrete. Such modelling finds applications in an enormously wide spectrum of applications and allows to predict values of an important variable, which is considered to play the role of the response, for particular values of regressors.

Standard estimation methods in various linear and nonlinear regression models are known to be too vulnerable (sensitive) to the presence of outlying measurements (outliers), which occur in real data for various reasons, e.g. measurement errors, different conditions or violations of assumptions of the model under consideration.

Therefore, numerous robust regression methods have been proposed since the development of robust statistical estimation in 1960s as diagnostic tools for classical methods. Some of them can be understood as reliable self-standing procedures tailor-made to suppress the effect of data contamination by various kinds of outliers [20, 6, 2, 13]. In the course of time, the breakdown point has become one of crucial measures of robustness, which can be interpreted as a high resistance (insensitivity) against outlying measurements in the data and one of crucial measures of robustness of statistical estimators. The finite-sample breakdown point is defined as the minimal fraction of data that can drive an estimator beyond all bounds when set to arbitrary values [13].

While M-estimators represent the most widely used robust statistical methods, they have been criticized for their low breakdown point in linear regression. Thus, other methods with a high value of the breakdown point (asymptotically up to 1/2) are desirable, which are commonly denoted as highly robust.

This paper is devoted to the question of estimating the variance of highly robust implicitly weighted estimators in linear and nonlinear models, which has not been investigated in literature. After recalling the least weighted squares estimator in Section 2, a bootstrap estimate of its variance is described and illustrated in Section 3. The methodology is further generalized to nonlinear regression in Section 4, where also a two-stage version of the nonlinear least weighted squares estimator is proposed and investigated. Three examples comparing the performance of standard and robust methods in the nonlinear model are presented in a separate Section 5 and conclusions are summarized in Section 6.

2 Least Weighted Squares

This section recalls the least weighted squares estimator, which is one of promising tools estimating parameters of the standard linear regression model

\[ Y_i = \beta_0 + \beta_1 X_{i1} + \cdots + \beta_p X_{ip} + e_i, \quad i = 1, \ldots, n. \] (1)

Here, \( Y = (Y_1, \ldots, Y_n)^T \) denotes a continuous response, \( (X_{ij}, \ldots, X_{nj})^T \) is the \( j \)-th regressor for \( j = 1, \ldots, p \) and \( e_1, \ldots, e_n \) are random errors of the model. The least squares estimator \( \hat{\beta}_{LS} \) of \( \beta = (\beta_0, \ldots, \beta_p)^T \) is well known to be highly vulnerable to the presence of outlying measurements in the data [13]. Therefore, numerous robust regression methods have been proposed as alternatives to the least squares.

The least weighted squares (LWS) estimator of \( \beta \) in the model (1) represents one of available robust estimators, which was proposed in [25]. It is based on implicit weighting of individual observations, down-weighting less reliable observations, which might be potential outliers with a high influence on the results. Thus, if suitable weights are used, it may reach a high breakdown point [12].

The weights are assigned to individual observations after an (implicitly given) permutation, which is determined only during the computation of the estimator. For a given estimate \( b = (b_0, b_1, \ldots, b_p)^T \in \mathbb{R}^p \) of \( \beta \), let a residual be defined as

\[ u_i(b) = Y_i - b_0 - b_1 X_{i1} - \cdots - b_p X_{ip}, \quad i = 1, \ldots, n. \] (2)
Squared residuals will be considered in ascending order

\[ u_i^2(b) \leq u_{i+1}^2(b) \leq \cdots \leq u_{n}^2(b). \] (3)

The LWS estimator of \( \beta \) denoted as \( b_{\text{LWS}} \) is defined as

\[ \arg\min_{\beta} \sum_{i=1}^{n} w_i u_i^2(b) \] (4)

over \( b \in \mathbb{R}^p \) for specified (given) magnitudes of nonnegative weights \( w_1, w_2, \ldots, w_n \). We need to note that the knowledge of these magnitudes is crucial for the estimator to be properly defined (i.e. avoiding a circular definition) as (3) are fixed as well allowing to assign the weights directly to be non-increasing with respect to residuals (cf. [25, 24, 23]). An adaptation of the approximate algorithm of [20] may be used for computing the LWS algorithm.

Concerning the choice of weights, a general recommendation can be given to require the sequence \( w_1, w_2, \ldots, w_n \) non-increasing with \( \sum_{i=1}^{n} w_i = 1 \). Some choices (from the simplest to the most complicated) include

- Linearly decreasing weights

\[ w_i^{LD} = \frac{2(n-i+1)}{n(n+1)}, \quad i = 1, \ldots, n. \] (5)

- Linearly decreasing weights for a true level of contamination \( \varepsilon \cdot 100 \% \). Let us assume \( \varepsilon \in [0, 1/2] \) and \( h = \lfloor \varepsilon n \rfloor \), where

\[ [x] = \min\{n \in \mathbb{N}; n \geq x\}. \] (6)

The weights equal

\[ w_i = \begin{cases} (h-i+1)/h, & i \leq h, \\ 0, & i > h. \end{cases} \] (7)

- Data-dependent adaptive weights of [6]. With such weights, the LWS estimator attains a 100 \% asymptotic efficiency of the least squares under Gaussian errors.

Weights according to (7) as well as the adaptive weights of [6] ensure a high breakdown point of the LWS estimator, which cannot be said about weights (5).

The least trimmed squares (LTS) estimator (e.g. [18]) denoted as \( b_{\text{TTS}} \) represents a special case of the LWS with weights equal either to zero or one. The LTS estimator depends on the value of the trimming constant \( h \), requiring

\[ w_{h+1} = \cdots = w_n = 0 \quad \text{and} \quad n/2 < h < n. \] (8)

The advantages of the LWS compared to the LTS include sub-sample robustness, more delicate approach for dealing with moderately outlying values, robustness to heteroscedasticity [23], the possibility to derive diagnostic tools and to define a corresponding robust correlation coefficient or estimator of \( \sigma^2 \) [16, 17].

### 3 Nonparametric Bootstrap for the LWS

In this section, a new estimate of the variance for the least trimmed squares and least weighted squares estimators is proposed in Section 3.1. The proposal enables a systematic comparison of their estimation performances. An illustration on a real data set is presented in Section 3.2.

#### 3.1 Bootstrap Variance Estimation for the LWS Estimator

The aim of this section is to apply resampling (bootstrap) techniques to estimate \( \text{var} b_{\text{TTS}} \) and \( \text{var} b_{\text{LWS}} \). The resulting bootstrap estimates are conceptually simple and can be computed for real data in a straightforward (although rather computationally demanding) way.

Let us first recall basic principles of bootstrap estimation (bootstrapping), which has found a big popularity in various statistical tasks. In general, bootstrap estimation exploits resampling with replacement. Incorporating the basic principles of bootstrapping, one may develop a great variety of resampling techniques that provide us with new possibilities of analyzing data. The range of bootstrap methods is rather large, including residual bootstrap, non-parametric bootstrap, semiparametric bootstrap, Bayesian bootstrap etc. Also the terminology is not used in a unique way. Unfortunately, not much can be said about properties of bootstrap estimates on a general level. Interesting comparisons of bootstrap procedures in a regression setup (but for the total least squares) were presented in [19], where some bootstrap approaches are valid but some are proven not to be consistent and thus not suitable.

In the specific task of estimating variability of regression estimators, the bootstrapping approach is very suitable. While the seminal work [3] described bootstrap estimation from a philosophical perspective, practical approaches to bootstrapping in linear regression were proposed by subsequent papers [9] or [8]. Other theoretical results were derived in [10, 11].

In this paper, we focus our attention to nonparametric bootstrap. However, a residual bootstrap may be a suitable alternative as well.

Under (1), we recall that

\[ \text{var} b_{\text{LS}} = \sigma^2 (X^TX)^{-1}. \] (9)

An explicit formula for \( \text{var} b_{\text{LWS}} \) could be derived as analogous to [24]. Such result however remains impossible to be directly computed for real data, as it depends on

- Unknown magnitudes of \( e_1, \ldots, e_n \),
- The asymptotic value of \( (X^TX)/n \), which can be however hardly evaluated for a fixed sample size.

Such approach is also complicated because of the necessity to express the weights by means of a weight function and there is also a more restrictive assumption of normally distributed errors. Therefore, we take resort to a bootstrap
estimate of $\text{var} \hat{b}_{\text{LWS}}$. Its computation is described by Algorithm 1, where the final estimate has the form of a bootstrap covariance matrix in step 5. An analogous procedure can be used for estimating $\text{var} \hat{b}_{\text{LTS}}$.

**Algorithm 1** Nonparametric bootstrap for the LWS in linear regression.

**Input:** Data rows $(X_{1i}, \ldots, X_{ip}, Y_i), i = 1, \ldots, n$

**Output:** Empirical covariance matrix computed from individual estimates of $\hat{\gamma}_{\text{LWS}}$

1. Compute the least weighted squares estimator $\hat{\beta}_{\text{LWS}}$ of $\beta$ in model (1)
2. for $r = 1$ to $R$ do // repeat in order to obtain the empirical distribution
3. Generate $n$ new bootstrap data rows
   \[(r)X_{j1}, \ldots, (r)X_{jp}, (r)Y_j, \quad j = 1, \ldots, n, \quad (10)\]
   by sampling with replacement from the original set of data rows $(X_{1i}, \ldots, X_{ip}, Y_i), i = 1, \ldots, n$
4. Consider a linear regression model in the form
   \[(r)Y_j = (r)\beta_0 + (r)\gamma (r)X_{j1} + \cdots + (r)\gamma_p (r)X_{jp} + (r)v_j \quad (11)\]
   with $j = 1, \ldots, n$ and random errors $v_1, \ldots, v_n$
5. Estimate $(r)\hat{Y} = ((r)\hat{\beta}_0, (r)\hat{\gamma}_1, \ldots, (r)\hat{\gamma}_p)^T$ in (11) by the LWS
6. Store the estimate from the previous step as $(r)\hat{\gamma}_{\text{LWS}}$
7. end for
8. Compute the empirical covariance matrix from values
   $(r)\hat{\gamma}_{\text{LWS}}, r = 1, \ldots, R$

### 3.2 Example: Linear Model for Investment Data

The aim of the following example is to compare variance estimates of the LWS estimator with variances of other regression estimators. An investment data set that considers a regression of $n = 22$ yearly values of real gross private domestic investments in the USA in 10^9 USD against the GDP is used. We consider a linear model

\[Y_i = \hat{b}_0 + \hat{b}_1X_i + e_i, \quad i = 1, \ldots, n, \quad (12)\]

while the same data set was previously analyzed (considering another model) in [17].

The computations were performed in R software for the least squares, Huber’s M-estimator (see [13]), LTS and LWS. Table 1 presents estimates of the intercept $b_0$ and slope $b_1$ together with packages of R software, which were used for the computation. The bootstrap procedure of Section 3.1 was used to find the covariance matrix of various robust regression estimators and the results are also presented in Table 1. There, the standard deviation of all estimates is denoted as $s_0$ for the intercept and $s_1$ for the slope.

For the least squares, the bootstrap estimates are very close to the exact result (9). The number of bootstrap repetitions within Algorithm 1 is chosen as 10000, which is sufficient for the asymptotics. Actually, we compared results obtained for 100 bootstrap samples and the results were very close. This is in accordance with our experience and a small number of bootstrap samples indeed seems to be sufficient if a single constant is estimated rather than the whole empirical distribution.

The smallest variance is obtained with the least squares estimator. Huber’s M-estimator attains only a slightly higher variance. The loss of the LTS is remarkable. However, we point out at the closeness of the LWS result (computed with weights [6]) to the least squares or Huber’s M-estimator compared to the very crude LTS result. Both the LTS and LWS are highly robust, but their performance for this data set without severe outliers reveals a great difference between them in terms of efficiency. The LWS cannot be the winner and must stay behind the least squares, but its retardation is only mild and its superiority against the LTS shows that the LWS (perceived as a generalization of the LTS) eliminates the main disadvantage of the LTS, namely its low efficiency for non-contaminated samples [7].

To the best of our knowledge, the superiority of the LWS compared to the LTS in terms of efficiency has never been presented in the literature. Our result indicates a possibly strong argument in favor of the efficiency of the LWS, at least for a single data set, while no theoretical result on the relative efficiency of LWS compared to LWS is available. Our result is empirical, which is obtained for a rather simplistic data set with only a single regressor, was obtained as an application of the nonparametric bootstrap estimation of the robust regression estimates proposed in Section 3.1.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>R package</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least squares</td>
<td>$-582$</td>
<td>$0.239$</td>
<td>base</td>
</tr>
<tr>
<td></td>
<td>$(108.9)$</td>
<td>$(0.016)$</td>
<td></td>
</tr>
<tr>
<td>Huber’s M-estimator</td>
<td>$-376$</td>
<td>$0.238$</td>
<td>MASS</td>
</tr>
<tr>
<td>$(h = 13)$</td>
<td>$(135.0)$</td>
<td>$(0.020)$</td>
<td></td>
</tr>
<tr>
<td>LTS</td>
<td>$-252$</td>
<td>$0.185$</td>
<td>robustbase</td>
</tr>
<tr>
<td></td>
<td>$(742.0)$</td>
<td>$(0.106)$</td>
<td></td>
</tr>
<tr>
<td>LWS</td>
<td>$-465$</td>
<td>$0.221$</td>
<td>own code</td>
</tr>
<tr>
<td>(weights [6])</td>
<td>$(207.2)$</td>
<td>$(0.031)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of the example with investment data of Section 3.2. The classical and robust estimates of parameters $\beta_0$ and $\beta_1$ (without brackets) are accompanied by nonparametric bootstrap estimates of their standard deviation (underneath in brackets) denoted as $s_0$ and $s_1$, which were evaluated by the bootstrap procedure of Section 3.1.
4 Nonparametric Bootstrap in Robust Nonlinear Regression

In this section, the standard nonlinear regression model is recalled in Section 4.1 and the nonlinear least weighted squares estimator in Section 4.2. A two-stage version of the nonlinear least weighted squares is proposed in Section 4.3 as an extension of the methodology of Section 3.1. In addition, a two-stage version of the nonlinear least weighted squares estimator is proposed and theoretically investigated.

4.1 Nonlinear Regression Model

Let us consider the nonlinear regression model

\[ Y_i = f(\beta_1 X_{i1} + \cdots + \beta_p X_{ip}) + e_i, \quad i = 1, \ldots, n, \quad (13) \]

where \( f \) is a given continuous nonlinear function, \( Y = (Y_1, \ldots, Y_n)^T \) is a continuous response and \( (X_{ij}, X_{nj})^T \) is the \( j \)-th regressor for \( j = 1, \ldots, p \). By \( e_1, \ldots, e_n \) we denote the model’s random errors. The classical estimator, which is the nonlinear least squares (NLS) estimator of \( \beta \), is vulnerable to the presence of outliers in the data.

The nonlinear least trimmed squares (NLTS) estimator represents a natural extension of the LTS estimator to the nonlinear model (13). The breakdown point of the NLTS was derived already in [22], other properties were later investigated in [5]. The estimator may achieve a high robustness, if of course a suitable value of \( h \) is used reflecting the true contamination level in the data. An approximate algorithm may be obtained as an extension of the algorithm of [20]; however, it requires a tedious implementation and we are not aware of any implementation of NLTS in statistical software.

4.2 Nonlinear Least Weighted Squares

This section recalls the definition of the nonlinear least weighted squares (NLWS) estimator, which was proposed as our extension of the LWS estimator from the linear regression to the nonlinear model [14] and at the same time a weighted analogy of the NLTS estimator. So far, theoretical properties of the NLWS have not been derived and there is also no evidence in examples showing the robustness and efficiency of the estimator.

In the model (13), let

\[ u_i(b) = Y_i - f(b_1 X_{i1} - \cdots - b_p X_{ip}), \quad i = 1, \ldots, n, \quad (14) \]

denote a residual corresponding to the \( i \)-th observation for a given estimator \( b = (b_1, \ldots, b_p)^T \in \mathbb{R}^p \) of regression parameters \( \beta = (\beta_1, \ldots, \beta_p)^T \). Let us now assume the magnitudes \( w_1, w_2, \ldots, w_n \) of nonnegative weights to be given. The NLWS estimator of the parameters in the model (1) is defined as

\[ \arg \min_{b} \sum_{i=1}^{n} w_i u_i^2(b), \quad (15) \]

where the argument of the minimum is computed over all possible values of \( b = (b_1, \ldots, b_p)^T \) and the residuals are arranged as in (3).

The choice of weights has a determining influence on properties of the NLWS estimator. If it is allowed to have zero weights for the most outlying observations, then the estimator can be conjectured to be highly robust, which follows directly from the assignment of implicit weights to the observations in (15). Again, weights (7) (but not (5)) ensure a high breakdown point. The NLWS estimator with such weights is highly robust from the same reasons as the LWS estimator in the linear regression. The main reason for the robustness of the NLWS estimator is the construction of the estimator itself, just like for the LWS estimator in the linear regression.

An approximate algorithm for the optimization task (23) can be obtained as a straightforward adaptation of the LTS algorithm for the linear regression (cf. [20, 14]); nevertheless, its properties in this context have not been investigated. Empirical investigations will be performed on real data sets in Section 5.

4.3 Two-stage NLWS

In this section, a version of the NLWS estimator is proposed, which constructs data-dependent adaptive weights. The estimator has a two-stage structure and is inspired by a two-stage LWS estimator of [6].

Čížek [6] proved his two-stage estimator with quantile-based adaptive weights in the linear model to possess a high breakdown point and at the same time a 100 % asymptotic efficiency of the least squares under Gaussian errors. Further, he evaluated its relative efficiency to be high (over 85 %) compared to maximum likelihood estimators in a numerical study under various distributional models for samples of several tens of observations.

We propose a two-stage estimator denoted as 2S-NLWS which can be described as an improved version of the NLWS estimator which contains a construction of data-dependent adaptive weights. The model (13) is considered. The computation of the 2S-NLWS starts with an initial highly robust estimator \( \hat{\beta}_0 \) of \( \beta \) and proceeds to proposing values of the weights based on comparing the empirical distribution function of squared residuals with its theoretical counterpart assuming normality.

In the first stage, it is crucial to choose a suitable initial estimator, because it influences the properties of the resulting 2S-NLWS estimator. Therefore, it is recommendable to use a consistent estimator which is highly robust, i.e. NLTS with \( h \) between (say) \( n/2 \) and \( 3n/4 \) or NLWS with weights (7). Residuals of the initial fit will be denoted as \( u^0_1, \ldots, u^0_n \). We will need the notation \( (G^0_n)^{-1} \) for the empirical quantile function computed from these residuals, \( F_{\chi^2}^{-1} \) for the quantile function of \( \chi^2 \) distribution and

\[ b_n = \min \left\{ \frac{m}{n}; u^2_{(m)} > 0 \right\}. \quad (16) \]
In the second stage, the weights for the 2S-NLWS estimator are constructed. They are defined by means of a weight function \( \tilde{w}(t) \) for \( t \in [0,1] \), where
\[
\tilde{w}(t) = \frac{F^{-1}_X(\max\{t,b_n\})}{(G_n^0)^{-1}(\max\{t,b_n\})}. \tag{17}
\]
In other words, weights for a fixed number of observations \( n \) are given as
\[
\tilde{w}(t) = \frac{F^{-1}_X(t)}{(G_n^0)^{-1}(t)} \quad \text{for} \quad t \in \left\{ \frac{1}{2n^2}, \frac{3}{2n^2}, \ldots, \frac{2n-1}{2n} \right\}. \tag{18}
\]

The computation of the 2S-NLWS estimator is straightforward. In a non-contaminated model, the 2S-NLWS estimator can be easily proven to have a full efficiency of the least squares, just like in the linear case [6].

**Theorem 1.** Random vectors \( X_1, \ldots, X_n \) are assumed to be independent identically distributed. Let \( e_1, \ldots, e_n \) be independent identically distributed, independent on \( X_1, \ldots, X_n \) and fulfilling \( e_i \sim N(0, \sigma^2) \) for each \( i \). Let the initial estimator \( \hat{\beta}_0 \) be consistent with a corresponding consistent estimator of \( \sigma^2 \). Then it holds
\[
\tilde{w}(t) \xrightarrow{p} \sigma^2 \quad \text{for each} \quad t \in (0,1), \tag{19}
\]
where \( \xrightarrow{p} \) denotes the convergence in probability.

**Proof.** Analogy of [6]. \( \square \)

**Corollary 1.** Under the assumptions of Theorem 1, the 2S-NLWS estimator \( \hat{\beta}_{2S-NLWS} \) fulfils
\[
\hat{\beta}_{2S-NLWS} \xrightarrow{p} \beta. \tag{20}
\]

Concerning other properties of the 2S-NLWS estimator, the breakdown point seems to require much more effort to be derived. Nevertheless, it remains clear that robustness properties of the 2S-NLWS are strongly influenced by those of the initial estimator.

### 5 Examples on Robust Estimation in Nonlinear Regression

This section presents three examples investigating the performance of various estimators in the nonlinear regression, especially focused on the soundness of the proposed methodology of Section 4. An example illustrating the performance of the NLWS estimator in both non-contaminated and contaminated data is presented in Section 5.1. The next example in Section 5.2 investigates the tightness of an approximate algorithm for computing the NLWS estimator. The final example presented in Section 5.3 exploits the nonparametric bootstrap estimation of the variance of various estimators in the nonlinear regression model.

**Table 2:** Results of example with real data of Section 5.1. Classical and robust estimators of \( \beta_1 \) and \( \beta_2 \) in the nonlinear regression model are computed in the original as well as contaminated version of the data set.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original data set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLS</td>
<td>190.8</td>
<td>0.060</td>
</tr>
<tr>
<td>NLTS ( h = 18 )</td>
<td>191.6</td>
<td>0.061</td>
</tr>
<tr>
<td>NLWS (weights [6])</td>
<td>191.4</td>
<td>0.061</td>
</tr>
<tr>
<td>Contaminated data set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLS</td>
<td>193.9</td>
<td>0.067</td>
</tr>
<tr>
<td>NLTS ( h = 18 )</td>
<td>191.8</td>
<td>0.060</td>
</tr>
<tr>
<td>NLWS (weights [6])</td>
<td>191.6</td>
<td>0.061</td>
</tr>
</tbody>
</table>

**5.1 Example: Puromycin Data**

This example has the aim to compare the performance of classical and robust estimators in the nonlinear model. This will be performed on a real data set without apparent outliers. To show the sensitivity of the NLS and on the other hand the robustness (resistance) of the NLTS and NLWS, the computations are repeated on a modified version of this data set, which contains one outlier.

A standard data set called Puromycin with \( n = 23 \) observations, which is available in the package datasets of R software, is considered. The reaction velocity (rate) \( Y \) is explained as a response of the substrate concentration \( X \) in the nonlinear regression model
\[
Y_i = \frac{\beta_1 X_i}{\beta_2 + X_i} + e_i, \quad i = 1, \ldots, n, \tag{21}
\]
where the aim is to estimate regression parameters \( \beta_1 \) and \( \beta_2 \).

The results of the least squares and NLWS estimators are shown in Table 2. The NLWS estimator turns out to perform reliably on a data set contaminated by outlying measurements as well as on data without such contamination. In addition, we verified the constant \( R = 10000 \) in Algorithm 1 to be more than sufficient in the nonlinear regression model and a moderate sample size.

Further, we also consider a contaminated data set, obtained by modifying the value of the observation in the Puromycin data set. Particularly, the substrate concentration (i.e., the regressor) of the first observation was modified from 0.02 to 0.05 to become the only outlier in the data set. This reveals the influence of a (local) change of one observation on the results and reveals the true advantage of the robust estimators. Robust estimates namely remain almost unchanged, while the contamination is revealed on the NLS estimator. In other words, the NLS starts to differ from the robust estimators, while all estimates were much more similar for the original data set.
5.2 Example: Simulated Data

The performance of the NLWS estimator will be now illustrated and investigated on a numerical example with simulated data. The data set consisting of 8 data points is shown in Figure 1. The nonlinear regression model is used in the form

\[ Y_i = \beta_0 + \beta_1 (X_i - \beta_2)^2 + \epsilon_i, \quad i = 1, \ldots, n, \quad (22) \]

where \(Y_1, \ldots, Y_n\) are values of the response, \(X_1, \ldots, X_n\) values of the only regressor, \(\beta_0, \beta_1\) and \(\beta_2\) are regression parameters and \(\epsilon_1, \ldots, \epsilon_n\) are random errors. Figure 2 shows fitted values corresponding to the NLS fit and also the NLWS fit with the linearly decreasing weights. The NLS fit has the tendency to fit well also influential data points. The robust fit better explains a subset of data points, while it considers data points corresponding to larger values of the regressor to be outliers.

Table 3 gives values of loss functions

\[ \sum_{i=1}^{n} u_i^2(b), \quad (23) \]
\[ \sum_{i=1}^{h} u_i^2(b), \quad (24) \]
\[ \sum_{i=1}^{n} w_i u_i^2(b) \quad (25) \]
corresponding to the NLS, NLTS and NLWS, respectively. These are evaluated for all of the three estimates.

The NLS estimator minimizes (23) as expected and thus can be expected to yield also a rather small value of (25). The NLWS estimator has a much larger value of (23) compared to the NLS fit. However, the algorithm used for computing the NLWS has found even a much smaller value of (25) than the NLS. On the whole, the results of Table 3 thus give a clear evidence in favor of the reliability of the algorithm for computing the NLWS estimator.

5.3 Example: Nonlinear Model for Investment Data

The bootstrap based variance estimation procedure described in Section 3.1 can be also utilized in the context of nonlinear regression models. The following example incorporates such an approach in order to compare the variances of the NLS, NLTS, and NLWS estimators.

The validity of the nonparametric bootstrap in linear regression model (i.e., Algorithm 3.1) is, however, going to be verified only via a simulation study. Theoretical justification of the nonparametric bootstrap procedure needs to be provided by a formal proof with properly stated assumptions. In general, bootstrapping should be used with caution, because the nonparametric bootstrap algorithm does not always provide a consistent estimate.

The same data set is used as in Section 3.2. This time, a nonlinear regression model

\[ Y_i = \beta_1 (X_i - \bar{X})^2 + \beta_2 X_i + \beta_3 + \epsilon_i, \quad i = 1, \ldots, n, \quad (26) \]

is considered, where the centering of the regressor using its mean \(\bar{X}\) is done for the sake of numerical stability.

Three robust estimators are computed together with bootstrap estimates of their variances. The results are shown in Table 4. The conclusions are analogous to those of the example in Section 3.2, namely the NLTS estimator loses its efficiency very much compared to the NLS. The NLS remains to be the most efficient, i.e. retains the smallest variance for the data set which does not contain severe outliers. Still, the NLWS loses relatively little compared to the NLS while it is able to outperform the NLTS.
We also computed nonparametric bootstrap estimate of the variance of nonlinear estimators. These empirical results allow us to conclude that there seems a major advantage of the NLWS compared to the NLTS, although the NLS remains to be recommendable for data without severe outliers. The NLWS seems to be close to a reasonable combination of the efficiency (for normal regression errors) with high robustness (for models with contamination), which represents a dream of robust statisticians since the dawn of robust statistical inference.

The examples investigated in this paper lead us also to formulating the following disadvantages of robust estimators in nonlinear regression:

- They require various tuning constants with a difficult interpretation;
- Various robust methods yield rather different results;
- Computational intensity;
- Robustness only with respect to outliers but not to a misspecification of the model.

Important limitations of the robust nonlinear estimation include a non-robustness to small modifications of the nonlinear function $f$ in the model (see [2]). Robust nonlinear estimators also require rather tedious proofs of their properties.

Some of the properties of robust estimators valid in the linear regression are not valid in the nonlinear model at all. As an example let us mention diagnostic tools, which can be derived for robust estimators in linear regression, but would be rather controversial in the nonlinear model [15]. The results on simulated data in Section 5.2 reveal that the residuals are far from homoscedasticity, even if the assumption of homoscedastic disturbances in the regression model is fulfilled. Thus, we find residuals to be unsuitable for making conclusions about the disturbances (random errors). While tests from the linear regression are no longer valid for the NLWS estimator, we do not recommend to use residuals even for a subjective diagnostics concerning the disturbances.

We intend to apply the robust regression methods of this paper within a future research in the area of metalearning, which aims at comparing the suitability of various machine learning methods for different data. Robustifying metalearning for regression methods is however not only a matter of using robust regression methods, but the process of metalearning itself suffers from instability [21] and a robust analogy of the whole process of metalearning is highly desirable to be performed in a complex and systematic way.
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Abstract: Financial services within corporations have an essential need for accurate forecasts. In corporations, experts typically generate judgmental cash flow forecasts in a decentralized fashion and provide data that is important in corporate risk management. But the accuracy of these forecasts is most likely reduced by biases of the organizational structure. As for the importance of cash flow forecasts, usually correction techniques are applied with statistical methods based on historical data. In most cases the organizational biases are not included into the correction techniques. This paper argues that disregarding the organizational information actually decreases forecast efficiency. Forecast efficiency provides statistical information for the amount of structure within forecasts and errors. In case of aggregated cash flows in accounting, the forecasts highly depend on return margins. The empirical results in this paper show that debiasing with forecasts correction based on organizational information can improve forecast efficiency by 56\% to a statistical approach. The reduction of inefficient pattern show statistics arguing for forecast correction that rely on organizational biases (standard deviation of error 0.20) instead of basic statistical approaches that harm forecast efficiency (standard deviation of error 0.28).

1 Introduction

Corporations with global operations typically generate forecasts for cash flow items on a regular basis (e.g., monthly or quarterly), at different organizational levels, business divisions, and countries. These forecasts are often generated in a decentralized fashion by the subsidiaries, where the subsidiaries send thousands of item-level forecasts and revisions to corporate headquarters. These forecasts are then consolidated and used in crucial tasks of the corporate finance department (such as in [14] or even to access with cash flow forecasts the company’s stock market value [13]).

The tasks in corporate departments strongly depend on the quality of the forecasts, as they provide the data base for the financial planning operations and subsequent management activities. For instance, due to forecast inaccuracies, the corporate hedging to reduce foreign exchange risks will result in increased costs or uncovered currency risks.

1.1 The Problem of Judgmental Forecasts

Usually, cash flow forecasts result from the judgment of human experts [24] and are revised several months or quarters after the initial forecast until the date of the actual realization finalizes the sequence of forecasts. The initial forecast and the sequence of adjusted forecasts is referred to as forecasting process, while the sequence of adjustments in revisions is usually coined as revisioning process or simply revisioning. When judgmental forecasting takes place, the forecasts can be prone to individual biases and latent human factors that entail forecasting processes in many ways [16, 18]. Additionally, the organizational structures and dependencies of the environment can change the forecaster’s expectation, resulting in organizational biases that result in forecast inaccuracies [6].

1.2 Correction Techniques and Organizational Biases

Improving biased forecasts is possible with forecast correction techniques that analyze and change the human prediction with statistical models [12]. For instance, [15] found dependencies of timing and magnitude of cash flow revisions. Their results state that cash flow forecast processes are more accurate when they show a high revision at a late state of the process compared to a high revision at the early stage.

However, current forecast correction techniques often employ solely statistical methods – leaving out the organizational biases for approaches of forecast improvement. In corporate finance, several important key performance indicators (KPI) exist that aggregate many figures. An example of such key figure is Earnings Before Interest, Taxes, Depreciation, and Amortization (EBITDA) margin, which can be used as one of the primary proxies for a company’s current operating profitability [19]. When humans try to achieve personal objectives (e.g., bonus payments by financial incentives) predefined targets that rely on these figures, for instance percentage return margins, these organizational biases can alter forecasts and their adjustments in a revisioning process [11].
In addition, in the realm of cash flows, several business functions might influence the realization volume of cash flows. The looming failure to meet earnings targets (which might reduce manager’s bonus payments) is an incentive to hold-back invoices received within term of credit. Alternatively, managers can trigger invoices issued earlier or might change payment terms in order to align annual cash results with targets. Conversely, if earning targets have been met already, there might be an incentive to delay the issuing of invoices until the next year to increase the probability of meeting next year’s targets. In particular, the papers of [4], [7], and [5] show that realizations are often shifted according to earnings management policies. When the volumes are shifted, the forecast errors can be expected to exhibit a systematic bias.

1.3 Efficiency Theory
Biases often translate to observable patterns in forecasting processes and one measurement to analyze the systematic behavior of revisioning is the efficiency theory. The theory in market finance [10] and forecasting [22] suggest that processes are efficient if they describe a random walk. The theory states that non-random walks promote inefficient forecasting since correlations among revisions with revisions or errors are expected to show statistical insufficiency that has the potential to anticipate future adjustments or errors. The application of this theory provides evidence that correlations exist in many cases [2, 17, 1, 9, 8].

1.4 Our Contribution
This paper argues that efficiency provides a statistical tool to evaluate different correction approaches. The analysis of efficiency figures can provide insights for the differences of model predictions. The analyses for accounting cash flows contribute to the current research as they show that including organizational information into correction models is key for further improvements in correction techniques. When the empirical outcomes of these organizational models are compared to purely statistical model approaches they show that both models reduce the error, but the disregard of organizational information in the purely statistical approach does crucially harm the forecast efficiency. Moreover, this insight is also applicable to other domains, where exploratory data analysis and forecast correction play an important role in time series forecasting.

1.5 Structure of the Paper
The remainder of the paper is structured as follows. The data description in Section 3 is followed by the notation that is introduced in Section 4. Section 5 describes the design for the empirical analysis and the concept of forecast efficiency in detail. Section 6 presents the results and interpretation of the analysis. In Section 7 discusses the implications of this work for future improvements in forecast correction.

2 Related Work
Organizational biases can result in forecast inaccuracies as pointed out by Daniel et al. [6] but does not correct them in any way. He identified “dividend thresholds” as a organizational bias, which alters the forecasts.

In the paper [21], the authors analyzed short time series within the year and used a Bayesian method to account for sub-seasonal information for the seasonal based correction. In contrast to their setting, our forecast series are even shorter (5 reference points instead of 12), the application of linear regression models (instead of Bayesian models), and we account for one single information in our paper focuses a margin target at the end of year (instead of the whole sub-annual pattern).

Regarding seasonality, Yelland [27] concludes that a simple stable seasonal pattern model can perform surprisingly well, if it uses “theory-free” descriptions of booking processes. His findings are in resonance to the theme that simple empirically-based models do frequently better than complex ones.

The authors of [3] promote that in marketing and finance simple models sometimes predict more accurately than complex models. The authors argue that “the benefits of simplicity are often overlooked because the importance of the bias component of prediction error is inflated, and the variance component of prediction error (based on over-sensitivity to different samples) is neglected.” Reasoned by their study, we correct the forecasts with a simple linear regression model.

3 Empirical Cash Flow Data
The data stems from a record of cash flow forecasts and realizations provided by a multinational sample corporation. With over 100,000 employees, the company generates annual revenues in the billion Euro range. The corporation is headquartered in Germany, but has worldwide more than 300 separate legal entities. The subsidiaries are grouped into four distinct divisions (D1 – D4), based on their business portfolios.

Each subsidiary operates officially independently of the corporation, while there are some organizational dependencies. First, based on the set of local plans, the corporation re-adjusts the planning to an overall view, and sets the target requirements for local operations for being rated as a “successful” subsidiary. Second, in the corporation the fiscal year ends in December and the subsidiaries that meet targets is assumed to be most pronounced at the end of the year. Third, as the subsidiaries operate independently, they have their own financial information system, a heterogeneous payment structure (e.g., incentivization bonuses) and have to ensure liquidity for their operations (e.g., with earnings management processes). Fourth, each subsidiary that is participating in the forecasting process – mostly large-volume entities – enters its expectations on
future cash flow in a digital, corporate-based forecasting system.

Financial risk management is centralized, with the local subsidiaries reporting cash flows to the corporation’s central finance department, where these serve as the basis for further actions in corporate finance. Therefore, the corporate finance department receives cash flow forecasts (forecasts) generated by the subsidiaries worldwide, denominated in foreign currencies. After the realization date, the corporation receives in every month the cash flow figures for realizations (actuals). The data available cover item types of invoices issued (I) and invoices received (IR) from the corporate IT system. In order to evaluate possible strategies and provide further information for KPI figures such as percentage return ratio the forecasts and actuals are aggregated for the corporate risk management. As a proxy for the percentage return margin within a fiscal year, the entity’s ratio of aggregated revenues (II) and expenses (IR) is calculated.

The aggregated data set used in the analysis for this paper covers forecasts and actual for the entity’s ratios. Delivered by the subsidiaries on a quarterly basis, the forecasts cover intervals with horizons of up to 15 months (five quarters). The dataset for actual invoices ranges from January 2008 to December 2013 with the corresponding forecasts covering the actual’s period.

In total, actuals and forecasts are available for the 67 largest subsidiaries resulting in 25 different currencies for the dataset. Actuals grouped by division, subsidiary, currency and item-type result in 72 actual time series. Overall, the dataset consists of 3,087 monthly invoice actuals, with five associated forecasts each. The underlying raw dataset of non-aggregated forecasts cover 102,360 items. Table 1 gives a brief summary of the dataset.

4 Notation and Forecasting Process

The notation presented in this section is commonly used in current literature on [22].

Denoting the actual of cash flow margin ratio as \( R \), the lead time \( t > 0 \) of a forecast \( y \) for \( R \) refers to a quarter of the year until the actual date \( t = 0 \). Figure 1 visualizes the temporal structure of an example forecasting process in five steps for an actual \( R \). The initial forecast ratio \( R \) is delivered with a lead time of five periods and is revised four times until the last one-period-ahead forecast \( R \) is generated.

Since ratios are specific for an entity, for reasons of comparability, this work focuses on normalized ratios (Def. 1). Therefore, the notation \( R \) refers to the normalized ratio instead of the entity specific ratio \( (R := R^{(E)}) \).

**Definition 1** (Normalized ratio). Normalized ratio is obtained by subtracting the minimum ratio within an entity from \( R \) and dividing by the difference of its maximum and minimum ratio. The values are always between zero and one per entity.

\[
R^{(E)}_{y=m} = \frac{iE_{y=m} - min(\{R\})}{max(\{R\}) - min(\{R\})}
\]

while:

\[
\bigcup R = \{R^{(E)}_{y=m} : \text{entity } E \land date < (Y,M)\}
\]

**Definition 2** (Target ratio). The suggested annual return target (target ratio) that an entity has to reach at the end of the year \( y = Y \) is defined as:

\[
T(0R_{y=y})
\]

As targets are unknown (to us), but business development measured with EBITDA figures seem rather stable over the years, the target ratio in \( y = Y \) is estimated by averaging the December actual ratios of the three preceding years \( (0R_{y=y} = y, m = 12, \text{for } j \in \{1, 2, 3\}) \).

**Definition 3** (Revision). The revision for ratios describes the adjustment from the second to last forecast before the actual. It is formally defined as:

\[
12R = 1R - 2R
\]

This paper uses the last revision because generally the latest judgmental forecast incorporates the most information and is the most accurate [20].

**Definition 4** (Difference from target). The difference from target is defined as:

\[
\text{TargetDiff} = T(0R) - iR
\]

**Definition 5** (Error). Finally, the error is defined as:

\[
iE = 0R - iR
\]

Table 2 gives a brief overview of the defined metrics.

5 Research Design

Improving forecast accuracy is an important goal, where usually correction techniques such as linear regressions are applied in the literature for analysis and correction of biases. These statistical forecast correction techniques build models that usually employ information of basic features based on historical data. An example of such a basic statistic model can be found in Def 6. Here, the forecast error \( iE \) is regressed using basic variables such as regression intercept, ratio \( iR \), and revision \( 12R \). Theoretically valid, this model optimizes the error based on the human forecaster’s prediction and revisioning behavior. But, this paper argues that correction approaches should incorporate important organizational information too. As noted before, reaching predefined target KPIs is an important strategic goal. The difference to the percentage return margin target is symbolized with TargetDiff and measures the distance to the organizational prerequisites. To overcome this organizational bias, the information of TargetDiff is integrated into the regression model as shown in Def 7.
Table 1: The summary of the analyzed cash flow data.

<table>
<thead>
<tr>
<th>Divisions</th>
<th>Subsidiaries</th>
<th>Currencies</th>
<th>Time Series</th>
<th>Actuals</th>
<th>Forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>10</td>
<td>7</td>
<td>11</td>
<td>618</td>
<td>3090</td>
</tr>
<tr>
<td>D2</td>
<td>13</td>
<td>8</td>
<td>15</td>
<td>608</td>
<td>3040</td>
</tr>
<tr>
<td>D3</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>420</td>
<td>2100</td>
</tr>
<tr>
<td>D4</td>
<td>38</td>
<td>20</td>
<td>39</td>
<td>1441</td>
<td>7205</td>
</tr>
<tr>
<td>All</td>
<td>67</td>
<td>25</td>
<td>72</td>
<td>3087</td>
<td>15435</td>
</tr>
</tbody>
</table>

Figure 1: Temporal structure of margin ratio forecasts \( tR (t > 0) \) with the corresponding actual margin ratio \( t0R \).

Table 2: Notation used in the analyses.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>( tR )</td>
<td>Forecast Ratio (normalized)</td>
</tr>
<tr>
<td>TargetDiff</td>
<td>Difference from target</td>
</tr>
<tr>
<td>( t0R )</td>
<td>Actual Ratio (normalized)</td>
</tr>
<tr>
<td>12R</td>
<td>Revision</td>
</tr>
<tr>
<td>T(( t0R ))</td>
<td>Target</td>
</tr>
<tr>
<td>( tE )</td>
<td>Error</td>
</tr>
</tbody>
</table>

Definition 6 (Basic statistic model \( M_{Basic} \)).

\[ tE \sim \beta_0 + \beta_1(tR) + \beta_2(12R) \]

Definition 7 (Organizational model \( M_{Orga} \)).

\[ tE \sim \beta_0 + \beta_1(tR) + \beta_2(12R) + \beta_3(\text{TargetDiff}) \]

Typically, correction techniques evaluate their results with some error metric, such as error (deviation), absolute error, percentage error, absolute percentage error, and so on. Slightly different use cases can favor a specific error measure as most of them have known flaws that suit one case but not the other ones. The research presented in this paper tries to be independent of those restrictions that make comparison of scientific results difficult and hinders reproducibility. Therefore, the comparison of both models is evaluated in an error-metric-independent way.

Based on the efficiency theory [22], proposed tests for the structure in terms of correlations amongst revisions and between revisions and errors. Forecast processes that show no correlation structures (with significant p-values) are considered as weak-form efficient. Otherwise, existing structures hint to information that could be incorporated into revisions because revisions are predictable. With \( t \in \mathbb{R}_0^+ \) denoting the lead-time to the realization of an actual (at \( t = 0 \)), Nordhaus suggests testing for weak-form efficiency using the Propositions (P1) and (P2).

**Proposition 1 (P1).** Forecast error at \( t \) is independent of all revisions up to \( (t + 1) \).

**Proposition 2 (P2).** Forecast revision at \( t \) is independent of all revisions up to \( (t + 1) \).

Combining the argumentation for organizational debiasing and efficiency, the authors propose the following hypotheses:

**Hypothesis 1.** Does forecast correction that incorporates organizational information (that organizationally biases forecasts) improve forecast efficiency?

**Hypothesis 2.** How does efficiency for organizational correction differ from basic statistical approaches?

These hypotheses are evaluated based on the two regression models. Both models are trained for each month of the year independently to consider the seasonality in the business data. Therefore, the data is split into 12 subsets that are accessed to train one specific model for each month (resulting in 24 models). To show the benefit of the organizational information empirically, the model prediction needs to add the original forecast \( tR \) to derive a new model prediction. These model predictions will then be compared to the original forecasts (\( M_∅ \) symbolizes the expert forecast) and with each other in terms of forecast efficiency. The baseline for comparison is the original fore-
cast based on \( M_∅ \), which will be evaluated first. For reasons of clarity, the model forecast substitutes the original forecast, which leads to three possible forecast processes “3\( R \), 4\( R \), 2\( R \), 1\( R (M_{\{∅, Orga, Basic\} \}, 0\( R \)” with changed revision and error measures for 12\( R \) and 1\( E \) depending on the selected model. Logically, the evaluation focuses on these changed measurements only. Additionally, the indication for error quantiles and statistics for efficiency are provided.

6 Empirical Analysis

This section presents the empirical results. These consist of correlation analysis for efficiency, with a revision and error analysis, followed by the analysis of the underlying statistics. For the correlation analysis the experiments use the R programming language [23] and the libraries corrplot [25] and knitr [26].

As noted before, the forecast efficiency is an important goal of forecasting processes. The forecast efficiency of the resulting prediction of the models \( M_{Orga} \) and \( M_{Basic} \) are compared to each other and the baseline \( M_∅ \). The baseline of forecast efficiency for \( M_∅ \) is shown in Figure 2. It should be noted that in the figures, we hide irrelevant cells (marked using "x" sign) and we show all and only the cells relevant for the efficiency analysis as proposed in [22].

![Figure 2: Shows correlation of revisions with errors and revisions of experts, without any correction (baseline model \( M_∅ \).)](image)

The comparison of models \( M_∅ - M_{Basic} \) and \( M_{Basic} - M_{Orga} \) (difference in correlation) are depicted in Figure 3 and Figure 4 respectively.

The Figure 3 shows that the basic statistical model increases efficiency (marked in blue) compared to the baseline by \((12 R, 1 E) = 92\%\) and \((23 R, 1 E) = 70\%\). But, all the other dependencies have decreased efficiency (marked in red). Comparison between the basic statistical model and the organizational model in Figure 4 shows an additional increase of efficiency relative to \( M_{Basic} \) by 56\% for the final forecast. More remarkable, the whole forecasting process is more efficient (see \((12 R, 23 R)\), \((12 R, 34 R)\) and \((12 R, 45 R)\)) stating that the organizational debiasing approach is superior to the basic statistical approaches.

The Figure 5 shows important information for the error quantiles of the forecasts. This figure also provides additional support for the performance of \( M_{Orga} \) through the 1\( E \) measure. The organizational model outperforms the statistical model especially for the 1. quartile (\( Δ = 0.072\)), median (\( Δ = 0.017\)), and 3. quartile (\( Δ = 0.120\)). Only for minimum, maximum, and for mean error (\( Δ = 0.002\)) the statistical model seems beneficial.

The results for \( Cor(12 R, 1 E) \) are not significant after cor-
Correction due to the high efficiency, but the details are shown in Table 3. The Spearman covariance for the approaches states that revisions and error have a lower joint variability. The organizational model has a positive covariance, while the statistical model has a negative covariance with a higher magnitude. Also, the table shows that organizational model increases standard deviation for the revision, but it reduces for the error. It is arguable with these numbers that the organizational model’s revision focuses with meaningful revisions on the reduction of the error, while the statistical model’s revision focuses on changing the error with minor corrections. This enables future approaches to detect other, currently unknown biases to be identified and removed.

Overall, the results state several advantages of the organizational model in comparison to the statistical model. First, in the sense of Nordhaus the organizational debiasing model improves forecast efficiency for $\text{Cor}_{(12R,1E)}$, supporting Hypothesis 1. Second, the error distribution is narrowed, especially for the 1st and 3rd Quartile. Third, the advantage of bias reduction instead of error optimization. The second and third finding support Hypothesis 2.

7 Conclusions and Outlook

Empirical analyses on forecast efficiency or on cash flow biases might be a very interesting paper topic for the specific research communities and therefore easy to find. However, linking these settings to forecast correction techniques that account for organizational biases in a predictive model have not been explored in the forecast community so far.

This research addresses two research gaps: (1) Linking organizational information to forecast correction techniques and evaluating the result independently from a specific error metric. The results show that organizational information is beneficial to forecast efficiency. (2) Analyses of correction models that compare basic statistical approaches to organizational approaches have been left unattended.

This study contributes with the conclusion that the different results for corrective models may be inherent to each approach.

Relevance for the Data Mining Community

For the data mining community the paper might change the understanding of the link between exploratory data analysis and forecast correction. Exploring data can actually show the way how to correct forecasts in a model-independent way. We would like to stress that the results of this paper were not achieved with a neural network, a random forest, or a complex machine learning algorithm. Instead, the results are achieved with a simple linear regression models.

The importance of exploratory data analysis is strengthened as data understanding additionally allows a differentiation between biases with pattern and errors.

The most important result of this study is probably the statement that a basic statistical model “just” tries to optimize the selected component (e.g., the error), while an organizational model tries to reduce the bias itself. As a result of the organizational model enables the possibility to identify further unknown biases and correct these biases with a second model. Understanding the error components is important. When a forecaster distinguishes the signal from the noise, the error should decrease by the way or making predictions more confident. Therefore, even if no error decrease is achieved with one organizational debiasing model, a patch of models for the most important organizational biases will definitely increase the accuracy.

Managerial Implications

From the perspective of a manager and forecast researcher it is important to understand in which way business-related factors may affect forecasts and indirectly correction models. In the case of cash flow forecasts in a corporate setting one important factors is the percentage margin target, as these might provide incentivization to alter forecasts and actuals of cash flows. The underlying value of this information is stated in terms of forecast efficiency. The analysis showed that efficiency increases.

Based on this research, application of the presented approach would be interesting also for forecasting in other domains. The efficiency theory could provide an alternative approach to understand the value of specific information within forecast correction (compared to other measures such as entropy or information gain).

Outlook

It might be reasonable to recommend in the forecasting community that future approaches shall not minimize the error component, by changing forecasts and revisions marginally. Instead, maximization or at least the change of forecasts and revisions in an acceptable big magnitude that
Approach | Covariance(12R,1E) | Std.Dev.(12R) | Std.Dev.(12E)
---|---|---|---
$M_∅$ (Baseline) | -246092.58 | 0.24 | 0.34
$M_{Orga}$ (Organizational) | 8968.19 | 0.28 | 0.20
$M_{Basic}$ (Statistical) | -20360.87 | 0.21 | 0.28

Table 3: Table shows metric details for Spearman correlation values of the revision and the error in ratio of the expert and the organizationally / statistically corrected forecasts.

result in marginally errors is recommended. A high revision will determine how long the forecast result is aligned to the bias pattern. Based on the results, the understanding of forecasts and best applied correction techniques is obtained on the way.
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Abstract: This paper studies reverse Turing tests to distinguish humans and computers, called CAPTCHA. Contrary to classical Turing tests, in this case the judge is not a human but a computer. The main purpose of such tests is securing user logins against the dictionary or brute force password guessing, avoiding automated usage of various services, preventing bots from spamming on forums and many others.

Typical approaches to solving text-based CAPTCHA automatically are based on a scheme specific pipeline containing hand-designed pre-processing, denoising, segmentation, post processing and optical character recognition. Only the last part, optical character recognition, is usually based on some machine learning algorithm. We present an approach using neural networks and a simple clustering algorithm that consists of only two steps, character localisation and recognition. We tested our approach on 11 different schemes selected to present very diverse security features. We experimentally show that using convolutional neural networks is superior to multi-layered perceptrons.

Keywords: CAPTCHA, convolutional neural networks, network security, optical character recognition

1 Introduction

The acronym CAPTCHA\textsuperscript{1} stands for Completely Automated Public Turing test to tell Computers and Humans Apart, and was coined in 2003 by von Ahn et al \cite{von2003}. The fundamental idea is to use hard AI problems easily solved by most human, but unfeasible for current computer programs. Captcha is widely used to distinguish the human users from computer bots and automated scripts. Nowadays, it is an established security mechanism to prevent automated posting on the internet forums, voting in online polls, downloading files in large amounts and many other abusive usage of web services.

There are many available captcha schemes ranging from classical text-based over image-based to many unusual custom designed solutions, e.g. \cite{dahdah2006, kopp2011}. Because most of the older schemes have already been proven vulnerable to attacks and thus found unsafe \cite{stumper2010, kopp2011}, new schemes are being invented. Despite that trend, there are still many places where the classical text-based schemes are used as the main or at least as a fallback solution. For example, Google uses the text-based schemes when you fail in their newer image-based ones.

This paper is focused on automatic character recognition from multiple text-based CAPTCHA schemes using artificial neural networks (ANNs) and clustering. The ultimate goal is to take a captcha challenge as an input while outputting transcription of the text presented in the challenge. Contrary to the most prior art, our approach is general and can solve multiple schemes without modification of any part of the algorithm.

The experimental part compares the performance of the shallow (only one hidden layer) and deep (multiple hidden layers) ANNs and shows the benefits of using a convolutional neural networks (CNNs) multi-layered perceptrons (MLP).

The rest of this paper is organised as follows. The related work is briefly reviewed in the next section. Section 3 surveys the current captcha solutions. Section 4 presents our approach to breaking captcha challenges. The experimental evaluation is summarised in Section 5 followed by the conclusion.

2 Related Work

Most papers about breaking captcha heavily focus on one particular scheme. As an example may serve \cite{roch2012} with preprocessing, text-alignment and everything else fitted for the scheme reCaptcha 2011. To our knowledge, the most general approach was presented in \cite{papernot2013}. This approach is based on an effective selection of the best segmentation cuts and presenting them to k-nn classifier. It was tested on many up-to-date text-based schemes with better results than specialized solutions.

The most recent approaches use neural networks \cite{kipf2016}. The results are still not that impressive as the previous approaches, but the neural-net-based approaches improve very quickly. Our work is based on CNN, being motivated by their success in pattern recognition, e.g. \cite{krizhevsky2012, he2015}. The Microsoft researcher Chellapilla who intensively studied human interaction proofs stated that, depending on the cost of the attack, automated scripts should not be more successful than 1 in 10 000 attempts, while human success rate should approach 90% \cite{chellapilla2009}. It is generally considered a too ambitious goal, after the publication of \cite{von2012} showing...
the human success rate in completing captcha challenges and [9] showing that random guesses can be successful. Consequently, a captcha is considered compromised when the attacker success rate surpasses 1%.

3 Captcha Schemes Survey

This section surveys the currently available captcha schemes and challenges they present.

3.1 Text-Based

The first ever use of captcha was in 1997 by the software company Alta-Vista, which sought a way to prevent automated submissions to their search-engine. It was a simple text-based test which was sufficient for that time, but it was quickly proven ineffective when the computer character recognition success rates improved. The most commonly used techniques to prevent automatic recognition can be divided into two groups called anti-recognition features and anti-segmentation features.

The anti-recognition features such as different sizes and fonts of characters or rotation was a straightforward first step to the more sophisticated captcha schemes. All those features are well accepted by humans, as we learn several shapes of letters since childhood, e.g. handwritten alphabet, small letters, capitals. The effective way of reducing the classifier accuracy is a distortion. Distortion is a technique in which ripples and warp are added to the image. But excessive distortion can make it very difficult even for humans and thus the usage of this feature slowly vanishes being replaced by anti-segmentation features.

The anti-segmentation features are not designed to complicate a single character recognition but instead they try to make the automated segmentation of the captcha image unmanageable. The first two features used for this purpose were added noise and confusing background. But it showed up that both of them are bigger obstacle for humans than for computers and therefore, they where replace by occlusion lines, an example can be seen in Figure 1. The most recent anti-segmentation feature is called negative kerning. It means that the neighbouring characters are moved so close to each other that they can eventually overlap. It showed up that humans are still able to read the overlapping text with only a small error rate, but for computers it is almost impossible to find a right segmentation.

3.2 Audio-Based

From the beginning, the adoption of captcha schemes was problematic. Users were annoyed with captchas that were hard to solve and had to try multiple times. The people affected the most were those with visual impairments or various reading disorders such as dyslexia. Soon, an alternative emerged in the form of audio captchas. Instead of displaying images, a voice reading letters and digits is played. In order to remain effective and secure, the captcha has to be resistant to automated sound analysis. For this purpose various background noise and sound distortion are added. Generally, this scheme is now a standard alternative option on major websites that use captcha.

3.3 Image-Based

Currently, the most prominent design is image-based captcha. A series of images showing various objects is presented to the user and the task is to select the images with a topic given by a keyboard or by an example image. For example the user is shown a series of images of various landscapes and is asked to select those with trees, like in Figure 2. This type of captcha has gained huge popularity especially on touchscreen devices, where tapping the screen is preferable over typing. In the case of Google reCaptcha there are nine images from which the 4 – 6 are the correct answer. In order to successfully complete the challenge a user is allowed to have one wrong answer.

Figure 1: Older Google reCaptcha with the occlusion line.

Figure 2: Current Google reCaptcha with image recognition challenge.

Relatively new but fast spreading type of image captcha combines the pattern recognition task presented above with object localisation. Also the number of squares was increased from 9 to 16.
3.4 Other Types

In parallel with the image-based captcha developed by Google and other big players, many alternative schemes appeared. They are different variations of text-based schemes hidden in video instead of distorted image, some simple logical games or puzzles. As an example of an easy to solve logical game we selected the naughts and crosses, Figure 3. All of those got recently dominated by Google’s noCaptcha button. It uses browser cookies, user profiles and history to track users behaviour and distinguish real users from bots.

![Figure 3: A naughts and crosses game used as a captcha.](image)

4 Our Approach

Our algorithm has two main stages localisation and recognition. The localisation can be further divided into heat map generation and clustering. Consequently, our algorithm consist of three steps:

1. Create a heat map using a sliding window with an ANN, that classifies whether there is a character in the center or not.

2. Use the k-means algorithm to determine the most probable locations of characters from the heat map.

3. Recognize the characters using another specifically trained ANN.

4.1 Heatmap Generation

We decided to use the sliding window technique to localize characters within a CAPTCHA image. This approach is well known in the context of object localization [16]. A sliding window is a rectangular region of fixed width and height that slides across an image. Each of those windows serve as an input for a feed-forward ANN with a single output neuron. Its output values are the probability of its input image having a character in the center. Figure 4 shows an example of such heat map. To enable a character localization even at the very edge of an image one can expand each input image with black pixels.

![Figure 4: Example of a heat map for a challenge generated by scheme s16.](image)

4.2 Clustering

When a heat map is complete, all points with value greater than 0.5 are added to the list of points to be clustered. As this is still work in progress we simplified the situation by knowing the number of characters within the image in advance and therefore, knowing the correct number of clusters \( k \), we decided to use \( k \)-means clustering to determine windows with characters close to their center. But almost an arbitrary clustering algorithm can be used, preferably some, that can determine the correct number of clusters.

The \( k \) centroids are initialized uniformly from left to right, vertically in the middle, as this provides a good initial estimation. Figure 5 illustrates the whole idea.

![Figure 5: Heatmap clustering on random character locations](image)

4.3 Recognition

Assuming that the character localization part worked well, windows containing characters are now ready to be recognized. This task is known to be easy for computers to solve; in fact, they are even better than humans [10].

Again, a feed-forward ANN is used. This time with an output layer consisting of 36 neurons to estimate the probability distribution over classes: numbers 0–9 and uppercase letters A–Z. Finally, a CAPTCHA transcription is created by writing the recognized characters in the ascending order of their x-axis coordinates.
5 Experimental Evaluation

This section describes the selection of a captcha suite and generation of the labelled database, followed by a detailed description of the artificial neural networks used in our experiments. The last part of this section presents results of the experiments.

5.1 Experimental Set up

Training an ANN usually requires a lot of training examples (in the order of millions in the case of a very deep CNN). It is advised to have at least multiple times the number of all parameters in the network [13]. Manually downloading, cropping and labelling such high number of examples is infeasible. Therefore, we tested three captcha providers with obtainable source code to be able to generate large enough datasets: Secureimage PHP Captcha [5], capchas.net [2] and BotDetect captcha [1]. We selected the last one as it provides the most variable set of schemes.

BotDetect CAPTCHA is a paid, up-to-date service used by many government institutions and companies all around the world [1]. They offer a free licence with an access to obfuscated source codes. We selected 11 very diverse schemes out of available 60, see Figure 6 for example of images, and generated 100,000 images cropped to one character for each scheme. The cropping is done to 32x32 pixel windows, which is the size of a sliding window. Cropped images are then used for training of the localization as well as the recognition ANN. The testing set consist of 1000 whole captcha images with 5 characters each.

Schemes display various security features such as random lines and other objects occluding the characters, jagged or translucent character edges and global warp. The scheme s10 - Circles stands out with its colour inverting randomly placed circles. This property could make it harder to recognize than others, because the solver needs to account for random parts of characters and their background switching colours.

5.2 Artificial Neural Networks

The perceptron with single hidden layer (SLP), the perceptron with three hidden layers (MLP) and the convolutional neural networks were tested in the localization and recognition. In all ANNs, rectified linear units were used as activation functions.

First experiment tested the influence of the number of hidden neurons of a SLP. The number of hidden neurons used for the localization network was \( lns = \{15, 30, 60, 90\} \) and the number of neurons for the recognition network was \( rns = \{30, 60, 120, 180, 250\} \). The results depicted in Figure 7 show the recognition rate for 1000 whole captcha images (all characters have to be correctly recognized) on the scheme s10. The scheme s10 was selected because we consider it the most difficult one.

The next experiments was the same but the MLP with three hidden layers was used instead of SLP. Results, depicted in Figure 8, suggest that adding more hidden layers does not improve accuracy of the localization neither of the recognition. Therefore, the rest experiments were done using SLP as it can be trained faster.

Both CNNs architectures resemble the LeNet-5 presented in [17] for handwritten digits recognition. The localization CNN consists of two convolutional layers with six and sixteen 5x5 kernels, each of them followed by the...
Figure 8: Comparison of MLP recognition rate on the scheme s10, depending on the number of neuron use by the localization network (Ins) and the recognition network (Rns).

Table 1: Results of the statistical test of Friedman [12] and the correction for simultaneous hypotheses testing by Holm [15] and Shaffer [18]. The rejection thresholds are computed for the family-wise significance level $p = 0.05$ for a single scheme.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>$p$</th>
<th>Holm</th>
<th>Shaffer</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLP+SLP vs. CNN+CNN</td>
<td>7.257e-7</td>
<td>0.0083</td>
<td>0.0083</td>
</tr>
<tr>
<td>SLP+SLP vs. SLP+CNN</td>
<td>1.456e-4</td>
<td>0.01</td>
<td>0.0166</td>
</tr>
<tr>
<td>CNN+SLP vs. CNN+CNN</td>
<td>5.242e-4</td>
<td>0.0125</td>
<td>0.0166</td>
</tr>
<tr>
<td>CNN+SLP vs. SLP+CNN</td>
<td>0.020</td>
<td>0.0166</td>
<td>0.0166</td>
</tr>
<tr>
<td>SLP+CNN vs. CNN+SLP</td>
<td>0.137</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>SLP+CNN vs. CNN+CNN</td>
<td>0.247</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

2x2 max pooling layers, and finally, the last layer of the network is a fully connected output layer.

The recognition CNN contains an additional fully-connected layer with 120 neurons right before the output layer as illustrated in Figure 9.

5.3 Results

After choosing the right architectures, we followed by testing the accuracy of captcha transcription on each scheme separately where both training and testing sets were generated by the same scheme. All images in the test set contained 5 characters and only the successful transcription of all of them was accepted as a correct answer. The results, depicted in Figure 10, show appealing performance of all tested configurations. In the most cases it doesn’t matter if the localization network was a SLP or a CNN, but the CNN clearly outperforms the SLP in the role of a recognition network. This observation is also confirmed by the statistical test of Friedman [12] with corrections for simultaneous hypothesis testing by Holm[15] and Shaffer [18], see Table 1.

A subsequent experiment tested the accuracy of captcha transcription when training and testing sets consist of image.
Figure 11: The accuracy of captcha image transcription when example images generated by all schemes were available in the training and test sets.

Figure 12: The accuracy of captcha image transcription in leave-one-scheme-out scenario.

The last experiment tested the accuracy of captcha transcription in leave-one-scheme-out scenario. The training set contained images generated by only 10 schemes and the images used for testing were all generated by the last yet unseen scheme. Trying to recognize characters from images generated by an unknown scheme is a challenging task, furthermore the schemes were selected to differ form each other as much as possible. The results are depicted in Figure 12. All configurations using a perceptron as the recognition classifier fail in all except the most simple schemes, e.g. s12 and s16. The combination of two CNNs is the best in all cases, with only exception being the scheme s30, where the combination of the localization perceptron and the recognition CNN is the best. Overall, the accuracy may seem relatively low, especially for schemes s10, s30, s31 and s41, but lets recall that recognition rate of 1% is already considered enough to compromise the scheme. The failure of CNNs on scheme s41 is understandable as the spiderweb background confuses the convolutional kernels learned on other schemes.

This is the most important experiment showing the ability to solve yet unseen captcha. The ranking of all algorithms is summarized in Table 3 and the statistical tests in Table 4.

Table 3: Average Rankings of the algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+CNN</td>
<td>1.27</td>
</tr>
<tr>
<td>SLP+CNN</td>
<td>2.00</td>
</tr>
<tr>
<td>CNN+SLP</td>
<td>3.27</td>
</tr>
<tr>
<td>SLP+SLP</td>
<td>3.45</td>
</tr>
</tbody>
</table>

The above experiments show that most of current schemes can be compromised using two convolutional networks or a localization perceptron and a recognition CNN.
6 Conclusion

In this paper, we presented a novel captcha recognition approach, which can fully replace the state-of-the-art scheme specific pipelines. Our approach not only consists of less steps, but it is also more general as it can be applied to a wide variety of captcha schemes without modification. We were able to compromise 10 out of 11 using two CNNs or a localization perceptron and a recognition CNN without previously seeing any example image generated by that particular scheme. Furthermore, we were able to break all 11 captcha schemes using a CNN for the localization as well as for the recognition, with the accuracy higher than 50% when we included example images of each character generated by the particular scheme into the training set. Let's recall that 1% recognition rate is enough for a scheme to be considered compromised.

We experimentally compared the ability of SLP, MLP and CNN to transcribe characters from captcha images. According to our experiments, CNNs performs much better in both localization and recognition.
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Abstract: Limitations of one-hidden-layer (shallow) perceptron networks to sparsely represent multivariable functions is investigated. A concrete class of functions is described whose computation by shallow perceptron networks requires either large number of units or is unstable due to large output weights. The class is constructed using pseudo-noise sequences which have many features of random sequences but can be generated using special polynomials. Connections with the central paradox of coding theory are discussed.

1 Introduction

To identify and explain efficient network designs, it is necessary to develop a theoretical understanding to the influence of a proper choice of network architecture and type of units on reducing network complexity. Bengio and LeCun [5], who recently revived the interest in deep networks, conjectured that “most functions that can be represented compactly by deep architectures cannot be represented by a compact shallow architecture.” On the other hand, a recent empirical study demonstrated that shallow networks can learn some functions previously learned by deep ones using the same numbers of parameters as the original deep networks [1].

It is well-known that shallow networks with merely one hidden layer of computational units of many common types can approximate within any accuracy any reasonable function on a compact domain and also can exactly compute any function on a finite domain [9, 22]. All these universality type results are proven assuming that numbers of network units are potentially infinite or, in the case of finite domains, are at least as large as sizes of the domains. However, in practical applications, various constraints on numbers and sizes of network parameters limit feasibility of implementations.

Whereas many upper bounds on numbers of units in shallow networks which are sufficient for a given accuracy of function approximation are known (see, e.g., the survey article [10] and references therein), fewer lower bounds are available. Some bounds hold merely for types of computational units that are not commonly used (see, e.g., [20, 19]). Proofs of lower bounds are generally much more difficult than derivation of upper ones.

Characterization of tasks which can be computed by considerably sparser deep networks than shallow ones requires proving lower bounds on complexity of shallow networks which are larger than upper bounds on complexity of deep ones. An important step towards this goal is exploration of functions which cannot be computed or approximated by shallow networks satisfying various sparsity constraints.

Investigation of sparsity of artificial neural networks has a biological motivation. A number of studies confirmed that only a small fraction of neurons have a high rate of firing at any time (sparse activity) and that each neuron is connected to only a limited number of other neurons (sparse connectivity) [17]. The most simple measure of sparse connectivity between hidden units and network outputs is the number of non zero output weights. This number is in some literature called “l0-pseudo-norm”. However, it is neither a norm nor a pseudo-norm. Its minimization is a not convex problem and its solution is NP-hard [23]. Thus instead of “l0-pseudo-norm”, l1 and l2-norms have been used as measures of network sparsity as they can be implemented as stabilizers in weight-decay regularization techniques (see, e.g., [8] and references therein). Also in online dictionary learning, l1-norms were used as stabilizers [21, 7].

Bengio et al. [4] suggested that a cause of large model complexities of shallow networks might be in the “amount of variations” of functions to be computed. In [14], we presented some examples showing that sparsity of shallow networks computing the same input-output functions strongly depends on types of their units. We proposed to use as a measure of sparsity variational norms tailored to dictionaries of computational units. These norms were used as tools in nonlinear approximation theory. We showed that variational norms can be employed to obtain lower bounds on sparsity measured by l1-norms. For many dictionaries of computational units, we derived lower bounds on these norms using a probabilistic argument based on the Chernoff Bound [14, 15]. The bounds hold for almost all functions representing binary classifiers on sufficiently large finite domains. In [13] we complemented these probabilistic results by a concrete construction of binary classifiers with large variational norms with respect to signum perceptrons.

In this paper, we investigate sparsity of shallow networks computing real-valued functions on finite rectangular domains. Such domains can be 2-dimensional (e.g., pixels of photographs) or high-dimensional (e.g., digitized high-dimensional cubes), but typically they are quite large. We describe a construction of a class of functions on such
domains based on matrices with orthogonal rows. Estimating variational norms of these functions from below, we obtain lower bounds on $l_1$-norms of shallow networks with signum perceptrons. We show that these networks must have either large numbers of hidden units or some of their output weights must be large. Both are not desirable as large output weights may lead to non stability of computation. We illustrate our general construction by a concrete class of circulant matrices generated by pseudo-noise sequences. We discuss the effect of pseudo-randomness on the approximation caused by large output weights.

In this paper, we focus on representations of functions using one-hidden-layer networks with single linear outputs (shallow networks) compute input-output functions from sets of the form

$$\text{span}_n G := \left\{ \sum_{i=1}^{n} w_i g_i \mid w_i \in \mathbb{R}, g_i \in G \right\},$$

where $G$, called a dictionary, is a set of functions computable by a given type of units, the coefficients $w_i$ are called output weights, and $n$ is the number of hidden units. This number is the simplest measure of model complexity.

In this paper, we focus on representations of functions on finite domains $X \subseteq \mathbb{R}^d$. We denote by

$$\mathcal{F}(X) := \{ f \mid f : X \to \mathbb{R} \}$$

the set of all real-valued functions on $X$. On $\mathcal{F}(X)$ we have the Euclidean inner product defined as

$$\langle f, g \rangle := \sum_{u \in X} f(u) g(u)$$

and the Euclidean norm

$$\|f\| := \sqrt{\langle f, f \rangle}.$$

We investigate networks with units from the dictionary of signum perceptrons

$$P_d(X) := \{ \text{sgn}(\langle v \cdot + b \rangle) : X \to \{-1, 1\} \mid v \in \mathbb{R}^d, b \in \mathbb{R} \}$$

where $\text{sgn}(t) := -1$ for $t < 0$ and $\text{sgn}(t) := 1$ for $t \geq 0$.

Note that from the point of view of model complexity, there is only a minor difference between networks with signum perceptrons and those with Heaviside perceptrons as

$$\text{sgn}(t) = 2\theta(t) - 1$$

and

$$\theta(t) := \frac{\text{sgn}(t) + 1}{2},$$

where $\theta(t) = 0$ for $t < 0$ and $\theta(t) = 1$ for $t \geq 0$. An advantage of signum perceptrons is that all units from the dictionary $P_d(X)$ have the same size of norms equal to $\sqrt{\text{card}X}$.

### 3 Measures of Sparsity

The most simple measure of sparse connectivity between the hidden layer and the network output is the number of non-zero output weights. In some literature, the number of non-zero coefficients among $w_i$’s in an input-output function

$$f = \sum_{i=1}^{n} w_i g_i$$

from span$G$ is called an “$l_0$-pseudo-norm” in quotation marks and denoted $\|w\|_0$. However, it is neither a norm nor a pseudo-norm. The quantity $\|w\|_0$ is always an integer and thus $\| \cdot \|_0$ does not satisfy the homogeneity property of a norm ($\|\lambda x\| = |\lambda| \|x\|$ for all $\lambda$). Moreover, the “unit ball” $\{w \in \mathbb{R}^n \mid \|w\|_0 \leq 1\}$ is non convex and unbounded.

Minimization of the “$l_0$-pseudo-norm” of the vector of output weights is a difficult non convex optimization task. Instead of “$l_0$”, $l_1$-norm defined as

$$\|w\|_1 = \sum_{i=1}^{n} |w_i|$$

and $l_2$-norm defined as

$$\|w\|_2 = \sqrt{\sum_{i=1}^{n} w_i^2}$$

of output weight vectors $w = (w_1, \ldots, w_n)$ have been used in weight-decay regularization [8]. These norms can be implemented as stabilizers modifying error functionals which are minimized during learning. A network with a large $l_1$ or $l_2$-norm of its output-weight vector must have either a large number of units or some output weights must be large. Both of these properties are not desirable as they imply a large model complexity or non stability of computation caused by large output weights.

Many dictionaries of computational units are over-complete and thus the representation (1) as a linear combination of units from the dictionary need not be unique. For a finite dictionary $G$, the minimum of the $l_1$-norms of output-weight vectors of shallow networks with units from $G$ computing $f$ is equal to a norm tailored to the dictionary $G$. This norm, called $G$-variation, has been used as a tool for estimation of rates of approximation of functions by networks with increasing “$l_0$-pseudo-norms”. $G$-variation
is defined for a bounded subset \( G \) of a normed linear space \((\mathcal{X}, \|\cdot\|)\) as

\[
\|f\|_G := \inf \left\{ c \in \mathbb{R}_+ : \frac{f}{c} \in \text{cl} \mathcal{X} \cap \text{conv}(G \cup -G) \right\},
\]

where \( G := \{-g : g \in G\}, \text{cl} \mathcal{X} \) denotes the closure with respect to the topology induced by the norm \( \|\cdot\| \), and \( \text{conv} \) is the convex hull. Variation with respect to the dictionary of Heaviside perceptrons (called variation with respect to half-spaces) was introduced by Barron [2] and we extended it to general sets in [11].

As \( G \)-variation is a norm, it can be made arbitrarily large by multiplying a function by a scalar. Also in theoretical analysis of approximation capabilities of shallow networks, it has to be taken into account that the approximation error \( \|f - \text{span}_n G\| \) in any norm \( \|\cdot\| \) can be made arbitrarily large by multiplying \( f \) by a scalar. Indeed, for every \( c > 0 \),

\[
\|c f - \text{span}_n G\| = c \|f - \text{span}_n G\|.
\]

Thus, both \( G \)-variation and errors in approximation by \( \text{span}_n G \) have to be studied either for sets of normalized functions or for sets of functions of a given fixed norm.

\( G \)-variation is related to \( l_1 \)-sparsity, it can be used for estimating its lower bounds. The proof of the next proposition follows easily from the definition.

**Proposition 1.** Let \( G \) be a finite subset of \((\mathcal{X}, \|\cdot\|)\) with \( \text{card} G = k \). Then, for every \( f \in \mathcal{X} \)

\[
\|f\|_G = \min \left\{ \sum_{i=1}^k |w_i| \right\} f = \sum_{i=1}^k w_i g_i, w_i \in \mathbb{R}, g_i \in G \}.
\]

Another important property of \( G \)-variation is its role in estimates of rates of approximation by networks with small “\( l_0 \)-pseudo-norms”. This follows from the Maurey-Jones-Barron Theorem [3]. Here we state its reformulation from [11, 16, 12] in terms of \( G \)-variation merely for finite dimensional Hilbert space \((\mathcal{F}(X), \|\cdot\|_2)\) with the Euclidean norm. By \( G^0 \) is denoted the set of normalized elements of \( G \), i.e., \( G^0 = \{ \frac{g}{\|g\|} : g \in G \} \).

**Theorem 2.** Let \( X \subset \mathbb{R}^d \) be finite, \( G \) be a finite subset of \( \mathcal{F}(X) \), \( s_G = \max_{g \in G} \|g\| \), and \( f \in \mathcal{F}(X) \). Then for every \( n \),

\[
\|f - \text{span}_n G\| \leq \frac{\|f\|_G}{\sqrt{n}} \leq \frac{s_G \|f\|_G}{\sqrt{n}}.
\]

Theorem 2 together with Proposition 1 imply that for any function that can be \( l_1 \)-sparsely represented by a shallow network with units from a dictionary \( G \) and for any \( n \), there exists an output-input function \( f_n \) of a network with \( n \) units such that \( f_n = \sum_{i=1}^n w_i g_i \) (and so \( \|w\|_0 \leq n \)) such that

\[
\|f - f_n\| \leq \frac{s_G \|f\|_G}{\sqrt{n}}.
\]

Lower bounds on variational norms can be obtained by geometrical arguments. The following theorem from [16] shows that functions which are “nearly orthogonal” to all elements of a dictionary \( G \) have large \( G \)-variations.

**Theorem 3.** Let \((\mathcal{X}, \|\cdot\|_\mathcal{X})\) be a Hilbert space and \( G \) its bounded subset. Then for every \( f \in \mathcal{X} \setminus G^\perp \),

\[
\|f\|_G \geq \frac{\|f\|_\mathcal{X}^2}{\sup_{g \in G} \|g \cdot f\|_\mathcal{X}}.
\]

## 4 Constructive Lower Bounds on Variational Norms

In this section, we derive lower bounds on \( l_1 \)-sparsity of shallow signum perceptron networks from lower bounds of variational norms with respect to signum perceptrons. Theorem 3 implies that functions which are nearly orthogonal to all elements of a dictionary have large variations. The inner product

\[
\langle f, g \rangle = \sum_{x \in X} f(x) g(x)
\]

of any two functions \( f, g \) on a finite domain \( X \) is invariant under reordering of the points in \( X \).

To estimate inner products of functions with signum perceptrons on sets of points in general positions is quite difficult, so we focus on functions on square domains \( X = \{x_1, \ldots, x_n\} \times \{y_1, \ldots, y_n\} \subset \mathbb{R}^d \) formed by points in grid-like positions. For example, pixels of pictures in \( \mathbb{R}^d \) as well as digitized high-dimensional cubes can form such square domains. Functions on square domains can be represented by square matrices. For a function \( f \) on \( X \), we denote by \( M(f) \) the \( n \times n \) matrix defined as

\[
M(f);i,j = f(x_i, y_j).
\]

On the other hand, an \( n \times n \) matrix \( M \) induces a function \( f_M \) on \( X \) such that

\[
f_M(x_i, y_j) = M_{i,j}.
\]

We prove a lower bound on variation with respect to signum perceptrons for functions on square domains represented by matrices with orthogonal rows. To obtain these bounds from Theorem 3, we have to estimate inner products of these functions with signum perceptrons. We derive estimates of these inner products using the following two lemmas. The first one is from [13] and the second one follows from the Cauchy-Schwartz Inequality.

**Lemma 1.** Let \( d = d_1 + d_2 \), \( \{x_i | i = 1, \ldots, n\} \subset \mathbb{R}^{d_1} \), \( \{y_j | j = 1, \ldots, n\} \subset \mathbb{R}^{d_2} \), and \( X = \{x_1, \ldots, x_n\} \times \{y_1, \ldots, y_n\} \subset \mathbb{R}^d \). Then for every \( g \in P_d(X) \) there exists a
reordering of rows and columns of the $n \times n$ matrix $M(g)$ such that in the reordered matrix each row and each column starts with a (possibly empty) initial segment of $-1$'s followed by a (possibly empty) segment of $+1$'s.

**Lemma 2.** Let $M$ be an $n \times n$ matrix with orthogonal rows, $v_1, \ldots, v_n$ be its row vectors, $a = \max_{i=1, \ldots, n} \|v_i\|$. Then for any subset $I$ of the set of indices of rows and any subset $J$ of the set of indices of columns of the matrix $M$,

$$\sum_{i \in I} \sum_{j \in J} M_{i,j} \leq a \sqrt{|\text{card } I \cdot \text{card } J|}.$$ 

The following theorem gives a lower bound on variation with respect to signum perceptrons for functions induced by matrices with orthogonal rows.

**Theorem 4.** Let $M$ be an $n \times n$ matrix with orthogonal rows, $v_1, \ldots, v_n$ be its row vectors, $a = \max_{i=1, \ldots, n} \|v_i\|$, $d = d_1 + d_2$, $\{x_i | i = 1, \ldots, n\} \subset \mathbb{R}^{d_1}$, $\{y_j | j = 1, \ldots, m\} \subset \mathbb{R}^{d_2}$, $X = \{x_i | i = 1, \ldots, n\} \times \{y_j | j = 1, \ldots, m\} \subset \mathbb{R}^d$, and $f_M : X \to \mathbb{R}$ be defined as $f_M(x_i, y_j) = M_{i,j}$. Then

$$\|f_M\|_{P_2(X)} \geq \frac{a}{\log_2 n}.$$ 

**Sketch of the proof.**

For each signum perceptron $g \in P_d(X)$, we permute both matrices: the one induced by $g$ and the one with orthogonal rows. To estimate the inner product of the permuted matrices, we apply Lemmas 1 and 2 to a partition of both matrices into submatrices. The submatrices of permuted $M(g)$ have all entries either equal to $+1$ or all entries equal to $-1$. The permuted matrix $M$ has orthogonal rows and thus we can estimate from above the sums of entries of its submatrices with the same rows and columns as submatrices of $M(g)$. The partition is constructed by iterating at most $\lceil \log_2 n \rceil$-times the same decomposition. By Theorem 3,

$$\|f_M\|_{P_2(X)} \geq \frac{\|f_M\|^2}{\sup_{g \in P_d(X)} \langle f_M, g \rangle} \geq \frac{a}{\log_2 n}.$$ 

**Theorem 4** shows that shallow perceptron networks computing functions generated by orthogonal $n \times n$ matrices must have $l_1$-norms bounded from below by $\frac{a}{\log_2 n}$.

All signum perceptrons on a domain $X$ with $\text{card } X = n \times n$ have norms equal to $n$. The largest lower bound implied by Theorem 4 for functions induced by $n \times n$ matrices with orthogonal rows, which have norms equal to $n$, is achieved for matrices where all rows have the same norms equal to $\sqrt{n}$. Such functions have variations with respect to signum perceptrons at least

$$\sqrt{n} \frac{1}{\log_2 n}.$$ 

In particular, when the domain is the $2d$-dimensional Boolean cube $\{0,1\}^{2d} = \mathbb{R}^d$, then the lower bound is

$$\frac{2^d}{d^2}.$$ 

So the lower bounds grows with $d$ exponentially.

## 5 Computation of Functions Induced by Pseudo-Noise Sequences by Shallow Perceptron Networks

In this section, we apply our general results to a class of circulant matrices with rows formed by shifted segments of pseudo-noise sequences. These sequences are deterministic but exhibit some properties of random sequences.

An infinite sequence $a_0, a_1, \ldots, a_i, \ldots$ of elements of $\{0,1\}$ is called $k$-th order linear recurring sequence if for some $h_0, \ldots, h_k \in \{0,1\}$

$$a_i = \sum_{j=1}^{k} a_{i-j} h_{k-j} \pmod 2$$

for all $i \geq k$. It is called $k$-th order pseudo-noise (PN) sequence (or pseudo-random sequence) if it is $k$-th order linear recurring sequence with minimal period $2^k - 1$. PN-sequences are generated by primitive polynomials. A polynomial

$$h(x) = \sum_{j=0}^{m} h_j x^j$$

is called primitive polynomial of degree $m$ when the smallest integer $n$ for which $h(x)$ divides $x^n + 1$ is $n = 2^m - 1$. PN-sequences have many useful applications because some of their properties mimic those of random sequences. A run is a string of consecutive 1’s or a string of consecutive 0’s. In any segment of length $2^k - 1$ of a $k$-th order PN-sequence, one-half of the runs have length 1, one quarter have length 2, one-eighth have length 3, and so on. In particular, there is one run of length $k$ of 1’s, one run of length $k - 1$ of 0’s. Thus every segment of length $2^k - 1$ contains $2^{k/2}$ ones and $2^{k/2} - 1$ zeros [18, p.410].

An important property of PN-sequences is their low autocorrelation. The autocorrelation of a sequence $a_0, a_1, \ldots, a_i, \ldots$ of elements of $\{0,1\}$ with period $2^k - 1$ is defined as

$$\rho(t) = \frac{1}{2^k - 1} \sum_{j=0}^{2^k-1} -1^{a_j + a_{j+t}}.$$ 

(2)

For every PN-sequence and for every $t = 1, \ldots, 2^k - 2$,

$$\rho(t) = -\frac{1}{2^k - 1}.$$ 

(3)

[18, p. 411].

Let $\tau : \{0,1\} \to \{-1,1\}$ be defined as

$$\tau(x) = -1^x.$$
(i.e., $\tau(0) = 1$ and $\tau(1) = -1$). We say that a $2^k \times 2^k$ matrix $L_k(\alpha)$ is induced by a $k$-th order PN-sequence $\alpha = (a_0, a_1, \ldots, a_i, \ldots)$ when for all $i = 1, \ldots, 2^k$, $L_{i,1} = 1$, for all $j = 1, \ldots, 2^k$, $L_{1,j} = 1$, and for all $i = 2, \ldots, 2^k$ and $j = 2, \ldots, 2^k$

$$L_k(\alpha)_{i,j} = \tau(A_{i-j-1})$$

where $A$ is the $(2^k - 1) \times (2^k - 1)$ circulant matrix with rows formed by shifted segments of length $2^k - 1$ of the sequence $\alpha$. The next proposition following from the equations (2) and (3) shows that for any PN-sequence $\alpha$ the matrix $L_k(\alpha)$ has orthogonal rows.

**Proposition 5.** Let $k$ be a positive integer, $\alpha = (a_0, a_1, \ldots, a_i, \ldots)$ be a $k$-th order PN-sequence, and $L_k(\alpha)$ be the $2^k \times 2^k$ matrix induced by $\alpha$. Then all pairs of rows of $L_k(\alpha)$ are orthogonal.

Applying Theorem 4 to the $2^k \times 2^k$ matrix $L_k(\alpha)$ induced by a $k$-th order PN-sequence $\alpha$ we obtain a lower bound of the form $2^{k/2}$ on variation with respect to signum perceptrons of the function induced by the matrix $L_k(\alpha)$. So in any shallow perceptron network computing this function, the number of units or sizes of some output weights depend on $k$ exponentially.

6 Discussion

We investigated limitations of shallow perceptron networks to sparsely represent real-valued functions. We considered sparsity measured by the $l_1$-norm which has been used in weight-decay regularization techniques [8] and in online dictionary learning [7]. We proved lower bounds on $l_1$-norms of output weight vectors of shallow signum perceptron networks computing functions on square domains induced by matrices with orthogonal rows. We illustrated our general results by an example of a class of matrices constructed using pseudo-noise sequences. These deterministic sequences mimic some properties of random sequences. We showed that shallow perceptron networks, which compute functions constructed using these sequences, must have either large numbers of hidden units or some of their output weights must be large.

There is an interesting analogy with the central paradox of coding theory. This paradox is expressed in the title of the article “Any code of which we cannot think is good” [6]. It was proven there that any code which is truly random (in the sense that there is no concise way to generate the code) is good (it meets the Gilbert-Varshamov bound on distance versus redundancy). However despite sophisticated constructions for codes derived over the years, no one has succeeded in finding a constructive procedure that yields such good codes. Similarly, computation of “any function of which we cannot think” (truly random) by shallow perceptron networks might be untractable. Our results show that computation of functions exhibiting some randomness properties by shallow perceptron networks is difficult in the sense that it requires networks of large complexities. Such functions can be constructed using deterministic algorithms and have many applications. Properties of pseudo-noise sequences were exploited for constructions of codes, interplanetary satellite picture transmission, precision measurements, acoustics, radar camouflage, and light diffusers. These sequences permit designs of surfaces that scatter incoming signals very broadly making reflected energy “invisible” or “inaudible”.
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Abstract: For relational learning, it is important to know the relationships between the tables. In relational databases, the relationships can be described with foreign key constraints. However, the foreign keys may not be explicitly specified. In this article, we present how to automatically and quickly identify primary & foreign key constraints from metadata about the data. Our method was evaluated on 72 databases and has F-measure of 0.87 for foreign key constraint identification. The proposed method significantly outperforms in runtime related methods reported in the literature and is database vendor agnostic.

1 Introduction

Whenever we want to build a predictive model on relational data, we have to be able to connect individual tables together [3]. In Structured Query Language (SQL) databases, the relationships (connections) between the tables can be defined with foreign key (FK) constraints. However, FK constraints are not always available. This can happen, for example, whenever we work with legacy databases or data sources, like comma separated value (CSV) files.

Identification of relationships from database belongs to reverse engineering from databases [14] and can be done manually or by means of handcrafted rules [2, 3, 7, 17]. Manual FK constraint discovery is very time-consuming for complex databases [11]. And handcrafted systems may overfit to small collections of databases, used for the training. Therefore we use machine learning techniques for this task and evaluate them on a collection of 72 databases.

Unfortunately, FK constraint identification is difficult. If we have n columns in a database, then there can be $n^2$ FK constraints, as each column can reference any column in the database, including itself. Hence, there is $n^2$ candidate FK constraints.

Example 1. If we have a medium-sized database with 100 tables, each with 100 columns, then we have to consider $10^8$ candidate FK constraints.

We can evaluate probability $p$ that a single candidate FK constraint is a FK constraint with a classifier (e.g. logistic regression) in a constant time. Hence, if we assumed that the probability $p_{i,j}$, which denotes a probability that a column $i$ references column $j$, is independent of all other candidate FK constraints in the database, the computational complexity of FK constraint identification would be $O(n^2)$. However, the probabilities do not appear to be independent.

Example 2. If we had two columns $A, B$ and we had known that $p_{A,B} = 0.9$ and $p_{B,A} = 0.8$ then under assumption of independence it would be reasonable to predict that column $A$ references column $B$ and also that column $B$ references column $A$. However, directed cyclic references do not generally appear in the databases as it would make updates inconveniently difficult [10]. Hence, our example database most likely contains only one FK constraint with $A$ referencing $B$.

If we accepted that the FK constraints are not independent of each other, we could generate each possible combination of FK constraints and calculate the probability that the candidate combination of FK constraints is the true combination of FK constraints. The computational complexity of such algorithm is $O(2^{n^2})$. Clearly, a practical algorithm must take simplifying assumptions to scale to complex databases.


The paper is structured as follows: first, we describe related work, then we describe our method, then we describe our experiments and their results, discuss the results and provide a conclusion.

2 Related Work

Li et al. [8] formulated a related problem, attribute correspondence identification, as a classification problem.

Rostin et al. [16] formulate FK constraint identification as a classification problem.

Meurice et al. [11] compared different data sources for the FK constraint identification: database schema, Hibernate XML files, JPA Java code and SQL code. Based on their analysis, the database schema data source has four times higher recall than any other data source. In this article, we focus solely on the database schema data source. Furthermore, they introduce 4 rules for filtering the candidate FK constraints: the “likelihood” of the candidate FK constraint must be above a threshold, the FK constraints cannot be bidirectional, the column(s) of the selected FK constraints are not always available. This can happen, for example, whenever we work with legacy databases or data sources, like comma separated value (CSV) files.

We have not observed any instance of a column referencing itself. Nevertheless, SQL standard does not forbid it.

2 However, undirected cyclic references are commonly used, for example, to model hierarchies.
constraints can be used only once and there can be only a single (undirected) path from FK constraints between any two tables.

Chen et al. [3] describe how to significantly accelerate FK constraint identification by pruning unpromising candidates at multiple levels. We inspire from them and use multi-level architecture as well. Furthermore, they introduce 4 rules for filtering the candidate FK constraints: explore FK constraints only between the tables selected by the user, only a single FK constraint can exist between two tables, directed cycles from FK constraints are forbidden and there can be only a single (undirected) path from FK constraints between any two tables. We inspire from Meurice’s and Chen’s articles and reformulate their rules as integer linear programming (ILP) problem.

3 Method

To make the relationship identification fast, a predictive model was trained only on the metadata about the data, which are accessible with Java Database Connectivity (JDBC) API. This approach has the following properties:
1. It is fast and scalable.
2. It is database vendor agnostic.
3. It is not affected by the data quality.

The problem of relationship identification was decomposed into two subproblems: identification of primary keys (PKs) and identification of FK constraints (Figure 1). The reasoning behind this decomposition is that identification of PKs is a relatively easy task. And knowledge of PKs simplifies identification of FK constraints because FK constraints frequently reference PKs.

The identification of the PKs is performed in two stages: scoring and optimization. During the scoring phase, a probability that an attribute is a part of a PK (a PK can be compound — composed of multiple attributes) is predicted with a classifier. The probability estimates are then passed into the optimization stage, which delivers a binary prediction.

The same approach is taken for FK constraint identification. During the scoring phase, a probability that a candidate FK constraint is a FK constraint is estimated with a classifier. The probabilities are then passed into an optimizer, which returns the most likely FK constraints.

3.1 Primary Key Scoring

All metadata that are exposed by JDBC about attributes (as obtained with getColumns method) and tables (as obtained with getTables) were collected and considered as features for classification. For brevity, we describe and justify only features used by the final model.

\[ ^1 \text{A FK may reference any attribute that is unique, not only PKs. Nevertheless, all FKs in the analyzed databases reference PKs.} \]

\[ ^2 \text{See docs.oracle.com for the documentation.} \]

**Data types** like integer or char are generally more likely to be PKs than, for example, double or text. To promote portability of the trained model, we do not use database data types but JDBC data types, which have the advantage that they are the same regardless of the database vendor.

Since some databases offer only a single data type for numerical attributes, we also note whether numerical attributes can contain decimals, as PKs are unlikely to contain decimal numbers.

**Doppelgänger** is an attribute, which has a name similar to another attribute in the same table. For example, atom_id1 is a doppelgänger to atom_id2. Doppelgängers frequently share properties, i.e. either both of them are in the PK or neither of them is in the PK.

**Ordinal position** defines the position of the attribute in the table. PKs are frequently at the beginning of the tables.

**String distance** between the column and table names are helpful for identification of PKs and FKs. Opinions on the best measure for PK and FK constraint identification vary. For example, [16] uses exact match while [3] uses Jaro-Winkler distance. After testing all string measures available in stringdist package [9], we found that Levenshtein distance delivers the best discriminative power on the tested databases.

**Keywords** like id or pk frequently mark PKs. The presence of the keywords is analyzed after the attribute/table name tokenization, which works with camel case and snake case notation.

JDBC also provides attributes that leak information about the presence of the PK, like isNullable, isAutoIncrement and isGeneratedColumn. Since it is unreasonable to
assume that these metadata would be set correctly after importing data from CSV files, they were excluded from the model.

For comparison to features extracted from the data (and not metadata), two additional features were extracted: whether the attribute contains nulls (containsNull) and whether the attribute contains unique values (isUnique). These features are generally expensive to calculate [3]. Nevertheless, some databases, like PostgreSQL, automatically generate these statistics for each attribute in the database and provide a vendor-specific access to these statistics.

3.2 Primary Key Optimization

Since each table in a well-designed database should contain a PK, a single most likely PK is identified for each table in the database. If the single most likely PK attribute in a table is a doppelgänger, all its doppelgängers in the table are declared to be part of the PK as well, creating a compound key. The described optimization can be solved with an ILP solver, which we use mostly because foreign key optimization (section 3.4) is using ILP formulation as well.

3.3 Foreign Key Scoring

Features for FK constraints are a combination of features calculated for individual attributes from section 3.1 (prefixed with fk and pk respectively) with features unique for the FK constraints. The description of the unique features follows.

**Data types** between FK and PK attributes should match. Nevertheless, SQL permits FK constraints between char and varchar data types.

**Data lengths** between FK and PK attributes should match. Nevertheless, SQL explicitly permits FK constraints between attributes of different character lengths as defined in the SQL-92 specification, section 8.2.

**String distance** between FK column name and PK table name should be small because FK column names frequently embed a part of the PK table name. Similarly, FK column name should be similar to PK column name because FK column names frequently embed a part of the PK column name. On the other end, FK column name should generally differ from FK table name as they are not directly related.

Furthermore, to be able to compare metadata-based features to data-based features, we tested whether all non-null values in the FK are present in the PK (satisfiesFKConstraint). This is generally an expensive feature to calculate [3]. Nevertheless, some databases, like PostgreSQL, automatically calculate histograms for each attribute in the background and offer a vendor specific interface to access the histograms. And based on the range of the histograms many candidate FK constraints can be pruned. More advanced data-based features (e.g. similarity of the FK and PK distributions) were not explored as the focus of the article is on the metadata-based features.

3.4 Foreign Key Optimization

The optimization can be formulated as an integer linear optimization problem on a directed graph $G = (V, E)$, where $V$ is the set of attributes in the database and $E$ is the set of candidate FK constraints. The $p_{ij}$ is the estimated probability that the candidate FK constraint referencing FK $i$ to PK $j$ is a FK constraint. The probabilities are estimated with a classification model trained on features described in section 3.3. Compound FKs are modeled as multiple FK constraints (one FK constraint for each attribute). We define variable $x_{ij}$:

$$x_{ij} = \begin{cases} 1 & \text{if the candidate FK constraint is a FK constraint} \\ 0 & \text{otherwise} \end{cases}$$

(1)

The optimization problem is then:

$$\max_x \ \sum_{[i,j] \in E} x_{ij} - 2 \sum_{[i,j] \in E} x_{ij}(1 - p_{ij})$$

(2a)

s.t.

$$\sum_{j \in V} x_{ij} \leq 1, \ \ \forall i,$$  

(2b)

$$\sum_{i \in S, j \in S, [i,j] \in E} x_{ij} \leq |S| - 1, \ \ \forall S \subseteq V, |S| \geq 1,$$  

(2c)

$$x_{ij} - x_{ik} = 0, \ \ \forall P, F \subseteq V, i \in F, j \in P, |P| \geq 2,$$  

(2d)

$$x_{ij} - x_{ij} = 0, \ \ \forall D \subseteq V, i \in D, j \in V,$$  

(2e)

$$x_{ij} \in \{0,1\}, \ \ \forall i \in V, j \in V.$$  

(2f)

The objective function defines all FK constraint candidates $x_{ij}$ with $p_{ij} > 0.5$ as FK constraints if it does not violate any of the following constraints.

**Unity** constraint 2b enforces that a FK can reference only a single PK. While a single FK can in theory reference multiple different PKs, no such occurrence appeared in the analyzed databases.

**Acyclicity** constraint 2c ensures that the graph is (directionally) acyclic. However, this formulation of acyclicity requires an exponential number of constraints. To deal with that, we generate acyclicity constraints lazily [15]. Acyclicity constraint is desirable because if $p_{ij}$ is high, $p_{ji}$ is generally high as well (particularly for $i = j$). But directed cycles (even over intermediate tables) do not appear in the analyzed databases.

**Completeness** constraint 2d says that if a PK is compound, then either all or neither attribute of the PK $P$ is referenced from the FK table by attributes $F$. Completeness constraint ensures that compound FKs are syntactically correct.
Doppelgänger constraint 2e says that if attributes are doppelgängers to each other, then either all or neither attribute from the doppelgänger set $D$ reference the (same) PK attribute.

Constraint 2f defines the problem as an integer programming problem.

It should be noted that if constraints 2d and 2e are removed, we get an optimization problem similar to the identification of minimum spanning tree in a graph [6]. Hence, the FKs can be efficiently optimized with Dijkstra algorithm with a modified termination condition (the algorithm terminates once the objective function starts to increase).

4 Results

Following paragraphs describe an empirical comparison of 5 classifies on 3 different sets of features from 72 databases.

4.1 Data

We used all 72 relational databases from relational repository [12]. The databases range from classical relational benchmarking databases (like TPC-C or TPC-H) to real-world databases used in challenges (e.g. from PKDD in 1999 or from Predictive Toxicology Challenge in 2000). The collection of the databases contains in total 1343 PKs, 1283 FK constraints, 6129 attributes and 788 tables. That means that on average approximately 1 of 5 attributes is part of a PK. The count of all possible relationships is 1,232,392 (in theory, a FK can reference any attribute in the database, including itself). That means that on average approximately 1 of 960 tested relationships are FK constraints.

4.2 Algorithm

Following classification algorithms were tested on the problem: decision tree, gradient boosted trees, naive Bayes, neural network and logistic regression as implemented in RapidMiner 7.5. Since the best results were obtained with gradient boosted trees, the reported results are for gradient boosted trees.

4.3 Measure

For evaluation of the classification models, AUC and F-measure [5] were used. Classification accuracy was omitted due to a significant class imbalance in FK identification task. AUC evaluates the ability of the model to rank. Hence, AUC is used to evaluate the quality of scoring. On the other end, F-measure is suitable for the evaluation of the quality of thresholding. Hence, F-measure is used to evaluate the quality of the optimization.

4.4 Validation

To measure the generalization of the models to new unobserved databases, batch cross-validation over databases [16, section 4.3] was performed. Since 72 databases were analyzed, it means that each model was trained and evaluated 72 times. The batch cross-validation has the advantage, in comparison to 10-fold cross-validation, that the samples from a single database are either all in the training set or all in the testing set. Hence, if the samples from a single database are more similar to each other than to samples from other databases, we may expect that batch cross-validation will deliver a less optimistically biased estimate of the model accuracy on new unobserved databases than 10-fold cross-validation.

4.5 Feature Importance

Generally, it is desirable to minimize the count of utilized features to make the model easier to understand and deploy. Table 1 depicts feature importance for PK identification as reported by gradient boosted trees for features that remained after backward selection.

<table>
<thead>
<tr>
<th>Feature</th>
<th>All</th>
<th>Meta</th>
<th>Ordinal</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>ordinalPosition</td>
<td>3279</td>
<td>1970</td>
<td>2581</td>
<td>-</td>
</tr>
<tr>
<td>isDoppelgänger</td>
<td>142</td>
<td>99</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>isDecimal</td>
<td>80</td>
<td>81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>containsNull</td>
<td>18</td>
<td>-</td>
<td>239</td>
<td></td>
</tr>
<tr>
<td>levenshteinToTable</td>
<td>15</td>
<td>124</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>dataType</td>
<td>14</td>
<td>71</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>isUnique</td>
<td>9</td>
<td>-</td>
<td>780</td>
<td></td>
</tr>
<tr>
<td>containsKeyword</td>
<td>7</td>
<td>21</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

AUC $0.985$ 0.970 0.934 0.784

The single most important feature for PK identification is the position of the attribute in the table. This is not so surprising because all non-compound PKs in the analyzed databases (with the exception of Hepatitis database) were the first attribute in the table. Indeed, if we always predicted that the first attribute in a table is a PK, we get F-measure equal to $0.934\pm0.007$.

Table 2 lists feature importance for FK constraint identification. Interestingly, the knowledge whether the FK constraint is satisfiable is the least important feature from the selected features.

4.6 Optimization Contribution

The PK optimization improves F-measure of PK identification from $0.845\pm0.069$ to $0.875\pm0.057$. While FK optimization improves F-measure of FK constraint identification from $0.743\pm0.020$ to $0.870\pm0.022$. 


Table 2: Feature importance for foreign key constraint identification. Higher weight means higher importance.

<table>
<thead>
<tr>
<th>Feature</th>
<th>All</th>
<th>Meta</th>
<th>Data</th>
<th>MetaData</th>
</tr>
</thead>
<tbody>
<tr>
<td>levenshteinFkColToPkTab</td>
<td>298.1</td>
<td>301.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>levenshteinFkColToFkTab</td>
<td>245.8</td>
<td>246.0</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>fk_isDoppelgänger</td>
<td>210.6</td>
<td>210.4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>levenshteinFkColToPkCol</td>
<td>182.2</td>
<td>182.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>fk_containsKeyword</td>
<td>160.2</td>
<td>160.3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>dataLengthAgree</td>
<td>92.2</td>
<td>92.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>pk_isDoppelgänger</td>
<td>60.3</td>
<td>60.3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>fk_isPrimaryKey</td>
<td>57.8</td>
<td>57.8</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>fk_ordinalPosition</td>
<td>48.4</td>
<td>48.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>dataTypeAgree</td>
<td>10.3</td>
<td>10.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>satisfiesFKConstraint</td>
<td>1.6</td>
<td>-</td>
<td>382</td>
<td></td>
</tr>
</tbody>
</table>

AUC         | 0.990   | 0.988   | 0.934 |

4.7 Runtime & Scalability

The time required to score all 72 databases is 55 seconds in total, where 95% of the runtime is due to the fact that JDBC collects metadata about the attributes for each table individually, causing many round trips between the algorithm and the database server. When we replaced JDBC calls with a single query to information_schema, which provides all the data at the database level, the total runtime decreased to 5 seconds.

Furthermore, the algorithm was tested on our university database with 909 tables. The runtime was 18 minutes, due to the quadratic growth of candidate FK constraints with the count of attributes in the database [3]. To keep the memory requirements manageable, FK candidates were scored on the fly and only the top n FK candidates with the highest probability were kept in a heap for FK optimization.

5 Discussion

Table 3 depicts a comparison of our approach to different approaches in the literature. Since the implementations of the referenced approaches are not available, we take and report the measurements for the biggest common denominator of the evaluated databases — the TPC-H database. The approaches differ in the utilized features (e.g. Kruse et al. utilize SQL scripts, while our approach does not) and objectives (e.g. Chen et al. aim to maximize precision at the expense of recall). The results of our method for all 72 databases are available for download at https://github.com/janmotl/linkifier.

Empirical comparison of our metadata-based approach to other metadata-based approaches is in Table 4. Oracle Data Modeler [13] estimates FK constraints based on the knowledge of PKs (it is assumed that a FK must reference a PK), equality of column names between the FK and the PK and equality of the data types between the FK and the PK. SchemaCrawler [4] is using an extended version of these three filters. SchemaCrawler assumes that a FK must reference either a PK or a column with a unique constraint. The column names must equal but differences in the presence/absence of id keyword and differences between singular and plural forms are ignored, improving the recall. And datatypes must equal including their length (except of varchar datatype), improving the precision.

5.1 Limitations

The metadata-based identification of PK and FK constraints is limited by the quality of the metadata. For example, if all the columns in the database had non-informative names and all the columns were typed as text, the accuracy of the predictions would suffer.

But even if the metadata are of high quality, our metadata-base approach is not able to reliably reconstruct a hierarchy of subclasses. The problem is illustrated in Figure 2. Based on the table and PK names, we can correctly infer that Person and Vendor are subclasses of BusinessEntity. However, our metadata-based method has no means how to infer that Customer and Employee are subclasses of Person and not directly of BusinessEntity.

Figure 2: Example entity diagram with a hierarchy of subclasses.

Both these limitations can be addressed by extending the metadata-based approach by appropriate data-based features. For example, whenever a subclass can reference multiple superclasses, the superclass with the lowest row count, which still satisfies the FK constraint, should be selected.

6 Conclusions

We described a method for foreign key constraint identification, which does not put any assumptions on the schema normalization, data quality, availability of vendor specific metadata or human interaction. The code for primary & foreign key constraint identification was designed to be database vendor agnostic and was successfully tested against Microsoft SQL Server, MySQL, PostgreSQL and Oracle. The code with a graphical user interface is...
Table 3: Literature review of different approaches to foreign key constraint identification on TPC-H 1GB database. Unknown values are represented with a question mark.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Features</th>
<th>Objective</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Runtime [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [17]</td>
<td>Data</td>
<td>F-measure</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>501</td>
</tr>
<tr>
<td>Chen et al. [3]</td>
<td>Data, Metadata</td>
<td>Precision</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>14</td>
</tr>
<tr>
<td>Rostin et al. [16]</td>
<td>Data, Metadata</td>
<td>F-measure</td>
<td>?</td>
<td>?</td>
<td>0.95</td>
<td>450</td>
</tr>
<tr>
<td>Our</td>
<td>Metadata</td>
<td>F-measure</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Empirical evaluation of metadata-based approaches to foreign key constraint identification on 72 databases together.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>F-measure</th>
<th>Runtime [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle Data Modeler</td>
<td>0.06</td>
<td>2.07</td>
</tr>
<tr>
<td>SchemaCrawler</td>
<td>0.17</td>
<td>4.65</td>
</tr>
<tr>
<td>Our</td>
<td>0.87</td>
<td>5.14</td>
</tr>
</tbody>
</table>

published at GitHub (https://github.com/janmotl/linkifier) under BSD license. The runtime is dominated by the connection lag to the server and if the requirement on the code portability is lifted, we are able to predict primary & foreign key constraints for all 72 tested databases in 5 seconds.

7 Acknowledgments

We would like to thank Aleš Fišer, Jan Kukačka, Jiří Kukačka, Manuel Muñoz and Batal Thibaut for their help. We furthermore thank the anonymous reviewers, their comments helped to improve this paper. This research was partially supported by the Grant Agency of the Czech Technical University in Prague, grant No. SGS17/210/OHK3/3T/18.

References

The Role of Information in the Two Envelope Problem

Mirko Navara, Jiří Šindelář

Center for Machine Perception, Department of Cybernetics,
Faculty of Electrical Engineering, Czech Technical University in Prague,
Technická 2, 166 27 Prague, Czech Republic,
navara@cmp.felk.cvut.cz, sindeji3@fel.cvut.cz,
WWW home page: http://cmp.felk.cvut.cz/~navara/

Abstract: We offer a new view on the two envelope problem (also called the exchange paradox). We describe it as a zero-sum game of two players, having only partial information. We first explain a standard situation and show that the mean gain—when defined—is really zero. However, there are even more paradoxical situations in which the information obtained by the players supports the exchange of envelopes. We explain that this does not lead to a contradiction and we demonstrate it also by computer simulation. The reason for this paradox is that the mean gain does not exist and that the players have different information, supporting their contradictory decisions.

1 Formulation of the Problem

The two envelope problem (also called the exchange paradox) is a famous logical puzzle demonstrating a paradox in logic and probability. We adopt its formulation from [14], expressed here as a game of two players:

There are two indistinguishable envelopes, each containing money, one contains twice as much as the other. Player A picks one envelope of his choice; player B receives the second envelope. They can keep the money contained in their envelopes or switch the envelopes (if both agree on it). Should they switch?

There is an easy answer:

Argument 1. The situation is symmetric. Thus there is no reason for (or against) switching.

However, there are other interpretations suggesting something else:

Argument 2. The situation is symmetric. Thus the probability of having the envelope with the higher or lower amount is 1/2. If the envelope of player A contains the amount \( a \), then the other envelope contains \( 2a \) (and the exchange results in a gain of \( a \)) or \( a/2 \) (and the exchange results in a loss of \( a/2 \)). In average, the mean gain is

\[
\frac{1}{2} a - \frac{1}{2} \frac{a}{2} = \frac{a}{4},
\]

thus switching is always recommended.

Another point of view is the following:

Argument 3. The smaller amount is \( x \), the bigger is \( 2x \). They are assigned randomly (with probabilities 1/2) to players A and B. The mean values for both players are

\[
\frac{1}{2} x - \frac{1}{2} 2x = \frac{3}{2} x
\]

and there is no reason for (or against) switching.

We presented several arguments; each of them seems correct, but their conclusions are contradictory.

Surprisingly, the debate about this paradox is still not finished (cf. [3]).

“Currently, there is no consensus on a demonstration, since most people generally reject each other’s demonstrations.” [5]

One reason is that many authors merely defended their solution (mostly correct), cf. [6, 13]. However, to resolve the paradox, it is necessary to explain the errors in the contradicting arguments.\(^1\) The topic was studied not only by mathematicians and logicians but also by philosophers (e.g., [4, 11]). For some of them, a sufficient explanation is that \( a \) in Argument 2 denotes different amounts; the smaller one in the first case and the bigger one in the second case [4, 13]. However, this is not forbidden, this is just what a random variable means. Thus a more advanced analysis is needed.

The paradox has more variants (cf. [11]). The method of choice of the amounts was not specified. (This is usual in such puzzles. They rarely start with a precise definition of a random experiment generating the data. Instead of that, it was said that two amounts are given, one of them twice greater than the other.) Here we assume that they were drawn as realizations of some random variable with a given distribution (known or unknown to players). Nevertheless, the formulation of the problem does not specify this at all, and some authors (e.g. [9]) consider this amount as given (without any randomness); such formulation excludes a probabilistic analysis. Thus we do not consider it here. Besides, it is not specified whether we first draw the (realization of) random variable \( X \) (the smaller amount) or the contents of the envelope given to player A, described

---

\(^1\)We experienced this misunderstanding also during the reviewing process of this paper: “Argument 3 is correct, so there is no paradox.” However, what is wrong on Argument 2?
by random variable $A$. It is natural to assume that the binary choice of envelopes is made with equal probabilities and independently of all other random events (or parameters) of the experiment. Here we apply the probabilistic approach to the problem in its original form: We first draw a positive amount $x$ from some distribution. We put this amount into one envelope and $2x$ into the other envelope. Both envelopes have probability $1/2$ to be chosen by player $A$. The remaining envelope is given to player $B$.

It is also not specified whether the players know the amounts in their envelopes. This knowledge is useless if the distribution is unknown. On the other hand, knowing the distribution, the amounts bring useful information for the decision. We suppose that the players know the distribution from which $x$ was drawn. We discuss this case in detail. Some of its consequences seem to determine the strategy also without looking inside the envelope, but—as we shall show—this need not correspond to conclusions made in the former case.

We present an explanation of the paradox (based on [12]) using results of probability and information theory. The standard explanation of the exchange paradox (following [7]) is presented in Section 2 and demonstrated by an example in Section 3. As a new contribution, we modify this example to two even more surprising and counterintuitive versions of the paradox, which we explain in detail in Sections 4 and 5. In Section 6, we verify the results by a computer simulation.

### 2 Exchange Paradox: First Level

We introduce a third member of the experiment, the banker $C$, who controls the game and puts (his) money in the envelopes. We assume that the smaller amount, $x$, was chosen by a realization of a random variable $X$. (The larger amount in the second envelope is $2x$.) The distribution of random variable $X$ is known to the banker and also to the players. For simplicity, we assume that the distribution is discrete and the amounts are positive. Then we do an independent random experiment (e.g., tossing a coin) with two equally probable results, expressed by a random variable $U$, whose possible values are $0$ and $1$ and expectation $EU = 1/2$. If $U = 0$, player $A$ receives the smaller amount, $x$; if $U = 1$, player $A$ receives the bigger amount, $2x$. He does not know $x$, only the contents of his envelope, specified by realization $a$ of random variable $A$:

$$A = \begin{cases} x & \text{if } X = x \text{ and } U = 0, \\ 2x & \text{if } X = x \text{ and } U = 1, \end{cases}$$

$$A = (1 + U)X.$$  

Player $B$ receives the other envelope and knows only its contents, specified by realization $b$ of random variable $B$,

$$B = \begin{cases} x & \text{if } X = x \text{ and } U = 1, \\ 2x & \text{if } X = x \text{ and } U = 0, \end{cases}$$

$$B = (2 - U)X.$$  

If the players exchange the envelopes, the gain of $A$ is $G = B - A$. For player $B$, $G$ is the loss and $-G$ is the gain.

Random variables $X$ and $U$ are independent. If $X$ has an expectation $EX$, then

$$EA = (1 + EU)EX = \frac{3}{2}EX,$$

$$EB = (2 - EU)EX = \frac{3}{2}EX,$$

$$EG = EB - EA = 0.$$  

This is in accordance with Arguments 1 and 3. It remains to find an error in Argument 2. As $U, X$ are independent,

$$P(U = 0|X = x) = P(U = 0) = \frac{1}{2},$$

$$P(U = 1|X = x) = P(U = 1) = \frac{1}{2}$$

for all $x$. However, this does not apply to conditional probabilities $P(U = 0|A = a), P(U = 1|A = a)$ because $U, A$ are dependent:

$$P(U = 0|A = a) = \frac{P(U = 0, A = a)}{P(A = a)} = \frac{P(U = 0, X = a)}{2P(A = a)},$$

$$P(U = 1|A = a) = \frac{P(U = 1, A = a)}{P(A = a)} = \frac{P(U = 1, X = \frac{a}{2})}{2P(A = a)},$$

where

$$P(A = a) = P(U = 0, A = a) + P(U = 1, A = a) = P(U = 0, X = a) + P(U = 1, X = \frac{a}{2}) = \frac{1}{2} \left( P(X = a) + P(X = \frac{a}{2}) \right).$$

Notice that $P(U = 0|A = a)$ is the conditional probability of gain and $P(U = 1|A = a)$ is the conditional probability of loss given $A = a$. Their ratio is

$$\frac{P(X = a)}{P(X = \frac{a}{2})}.$$  

As there is no uniform distribution on an infinite countable set (a fact ignored even in [10]), $P(X = a), P(X = \frac{a}{2})$ cannot be equal for all $a$. Typically, the conditional probability of gain, $P(U = 0|A = a)$, is higher for “small”
values of $a$ and smaller for “high” values, although the notions “small” and “high” are relative. In any case, these probabilities converge to 0 when $a$ goes to infinity, hence there must be values “sufficiently large” so that $P(X = a) < P(X = \frac{q}{2})$ and the conditional probability of gain $P(U = 0 | A = a) < \frac{1}{2}$. This can also lead to an effective strategy based on random switching [9, 10].

Given $A = a$, switching brings a gain with conditional probability distribution

$$P(G = g | A = a) = \frac{P(G = g, A = a)}{P(A = a)},$$

where

$$P(G = g, A = a) = \begin{cases} P(U = 0, X = a) & \text{if } g = a, \\ P(U = 1, X = \frac{q}{2}) & \text{if } g = -\frac{q}{2}, \\ 0 & \text{otherwise.} \end{cases}$$

We obtain

$$P(G = g | A = a) = \begin{cases} P(X = a) & \text{if } g = a, \\ \frac{P(X = a) + P(X = \frac{q}{2})}{2} & \text{if } g = -\frac{q}{2}, \\ 0 & \text{otherwise.} \end{cases}$$

The conditional expectation of the gain is always defined and it is

$$E(G | A = a) = \frac{aP(X = a) - \frac{q}{2}P(X = \frac{q}{2})}{P(X = a) + P(X = \frac{q}{2})}. \quad (1)$$

These values may differ from 0.

The (unconditional) distribution of the gain is

$$P(G = g) = \begin{cases} \frac{1}{2} P(X = g) & \text{if } g > 0, \\ \frac{1}{2} P(X = -g) & \text{if } g < 0, \\ 0 & \text{otherwise.} \end{cases}$$

and its expectation is

$$EG = \sum_g g P(G = g)$$

$$= \frac{1}{2} \left( \sum_{g > 0} g P(X = g) + \sum_{g < 0} g P(X = -g) \right) \quad (2)$$

$$= \frac{1}{2} \left( \sum_{g > 0} g P(X = g) - \sum_{h > 0} h P(X = h) \right) = 0$$

(after substitution $g := -h$), provided that the sum (2) is absolutely convergent. In this case

$$EG = \sum_a P(A = a) E(G | A = a)$$

$$= \sum_a \frac{1}{2} \left( aP(X = a) - \frac{q}{2}P(X = \frac{q}{2}) \right)$$

$$= \frac{1}{2} \left( \sum_a a P(X = a) - \sum_b b P(X = b) \right) = 0$$

(after substitution $a := 2b$). This explains the error in Argument 2 provided that the expectation of $G$ is defined.

**Remark 1.** There is another arrangement suggested in [8, 11]: First, the amount $a$ in the envelope of player $A$ is drawn from some distribution. Then the random variable $U$ (as before) decides whether the second envelope will contain $2a$ or $\frac{q}{2}$. In this arrangement, random variables $U$ and $A$ are independent and Argument 2 is valid. Arguments 1 and 3 fail because of an intervention of the banker; it is him who puts additional money in the second envelope, so that the total amount may be $3a$ or $\frac{q}{4}$. This is not a zero-sum game, and it is not symmetric.

### 3 Example of the First Level of Paradox

Let $T$ be a random variable with geometrical distribution with quotient $q \in (0, 1)$:

$$P(T = t) = \frac{q^t}{1 - q}, \quad t \in \{0, 1, 2, \ldots \}.\quad (5)$$

Let $X = 2^T$, thus $X$ attains values $1, 2, 4, 8, \ldots$ with probabilities

$$P(X = 2^t) = \frac{q^t}{1 - q}, \quad t \in \{0, 1, 2, \ldots \}.\quad (6)$$

In this arrangement, a player can deduce the contents of both envelopes only if he holds 1. For any other value, both cases are possible—switching may bring a gain or a loss.

Suppose that the expectation of $X$ exists; this happens iff $q < \frac{1}{2}$. Then

$$EX = \sum_{t=0}^{\infty} 2^t \frac{q^t}{1 - q} = \frac{1}{(1 - q) (1 - 2q)}.$$

The joint distribution of $U$ and $A$ is given (for $a = 2^t$, $s \in \{0, 1, 2, \ldots \}$) by

$$P(U = 0, A = a) = P(U = 0, X = a) = \frac{q^a}{1 - q}, \quad (7)$$

$$P(U = 1, A = a) = P(U = 1, X = \frac{q}{2}) = \begin{cases} \frac{q^{a-1}}{1 - q} & \text{if } s \geq 1, \\ 0 & \text{if } s = 0. \end{cases}$$

For $q = 0.25$, it is shown in Fig. 1.

If player $A$ has $a = 2^t$, the conditional probability of his gain by switching is

$$P(U = 0 | A = 2^t) = \frac{P(X = a)}{P(X = a) + P(X = \frac{q}{2})} = \frac{q}{q + 1} \quad (8)$$

for all $s \in \{1, 2, \ldots \}$ (and 1 for $s = 0$). As $q < 1/2$, this probability is less than $1/3$. The conditional expectation
of his gain is

\[ E(G|A = 2^s) = \frac{2^s P(T = s) - 2^{s-1} P(T = s-1)}{P(T = s) + P(T = s-1)} \]

\[ = \begin{cases} 2^{-s-1} \cdot \frac{2q - 1}{q + 1} & \text{if } s \in \{1, 2, \ldots\}, \\ 1 & \text{if } s = 0. \end{cases} \]  

(6)

For \( q = 0.25 \), it is shown in Fig. 2. The contributions of conditional expectations \( E(G|A = a) \) to the unconditional expected gain \( EG \) are \( E(G|A = a) \cdot P(A = a) \), see Fig. 3. The conditional expectation is positive only for \( s = 0 \) (i.e., \( a = 1 \)), negative otherwise. This determines the right strategy of switching: Switch only if you hold 1. The two players never both agree on switching the envelopes because at most one of them holds 1.

If player A does not know the contents of his envelope, he may use only its distribution

\[ P(A = 2^k) = \begin{cases} \frac{1}{2} \left( \frac{q^k + q^{k-1}}{1-q} \right) & \text{if } s \in \{1, 2, \ldots\}, \\ \frac{1}{2} \frac{1}{1-q} & \text{if } s = 0, \\ 0 & \text{otherwise,} \end{cases} \]

\[ = \begin{cases} \frac{1}{2} q^{s-1} \frac{q+1}{1-q} & \text{if } s \in \{1, 2, \ldots\}, \\ \frac{1}{2} \frac{1}{1-q} & \text{if } s = 0, \\ 0 & \text{otherwise.} \end{cases} \]

The unconditional expectation of the gain is

\[ EG = \sum_{s=0}^{\infty} P(A = 2^s) E(G|A = 2^s) \]

\[ = \frac{1}{2} \left( \frac{1}{1-q} + \sum_{s=1}^{\infty} (2q)^{-s-1} \frac{2q - 1}{1-q} \right) \]

\[ = \frac{1}{2} \left( \frac{1}{1-q} + \frac{1}{1-2q} \frac{2q - 1}{1-q} \right) = 0, \]

in accordance with our arguments.

4 Exchange Paradox: Second Level

In Section 2, we presented a standard explanation of the exchange paradox. It is based on the assumption that the
amount in the envelopes has an expectation. This can fail even for some common distributions. (This fact is ignored, e.g., in [9].) We discovered that this leads to a more advanced paradox. We have found out that Nalebuff [8] proposed the same example, and similar ones can be found in [2]. However, Nalebuff only noticed that both players might be convinced that switching brings gain to them and that the above arguments are not applicable if the expectation does not exist. It seems that no detailed analysis was published since, and this is what we do here.

Let us consider the situation from Section 3 if \( q > \frac{1}{2} \). Then the expectation \( E_X \) does not exist. (The respective sum of a geometric series with quotient \( 2q > 1 \) is \(+\infty\).) For \( q = 0.75 \), the joint distribution of \( U \) and \( A \) is shown in Fig. 4.

![Figure 4: Joint distribution of U and A for q = 0.75. Values a of A are on the horizontal axis; blue dots denote P(U = 0, A = a), orange circles P(U = 1, A = a).](image)

The expectation of the gain, \( EG \), does not exist because the sum (2) is not absolutely convergent; it is a difference of two infinite sums in (3).

Still formula (6) for the conditional expectation of the gain is valid,

\[
E(G|A = 2^s) = \begin{cases} 
2^{s-1} \cdot \frac{2q - 1}{q + 1} & \text{if } s \in \{1, 2, \ldots\}, \\
1 & \text{if } s = 0.
\end{cases}
\]

Thus \( E(G|A = 2^s) > 0 \) for all \( s \in \{1, 2, \ldots\} \). For \( q = 0.75 \), see Fig. 5. (Notice that formula (5) for the conditional probability of gain \( P(U = 0|A = 2^s) \) for \( s \neq 0 \) still holds and gives a constant value from the interval \((\frac{1}{3}, \frac{1}{2})\). Player A has a strong argument for switching the envelopes, independently of the amount in his envelope. (Thus he may “rationally” decide for switching without looking inside the envelope.) Such distributions are called paradoxical in [2].

The same argument applies to player B. Although he holds a different amount in his envelope, he also prefers switching. We have again a paradox, now supported by a probabilistic analysis. The only thing which does not work as in Section 3 is formula (7) for unconditional gain; the sum is not absolutely convergent. However, the unconditional gain is not needed for decision if the conditional one is always positive. How can we now defend Argument 1?

First of all, we refuse the possibility (considered in [2, 4, 6]) that players A and B will change the envelopes there and back forever. After one exchange and looking inside, they would know the contents of both envelopes and decide deterministically with full information. One of the players has the larger amount (and he knows that), so he would not agree to switch again.

If the players know only the amount in the envelope they received first, they have different information, and this is the key difference.

**Example 1.** Suppose that A has 4 and B has 8. Then...
A knows that B can have 2 or 8, while B knows that A can have 4 or 16. Using Argument 2, A might expect that switching brings him a mean gain of 1. Using the model described in this section (formula (5) remains valid), he knows that his chance of gain is lower,

\[
\frac{q}{q+1} \in \left( \frac{1}{3}, \frac{2}{3} \right).
\]

For \( q = 0.75 \), this chance is \( 3/7 \approx 0.43 \), still sufficient to give a positive conditional mean gain of

\[
\frac{8q + 2}{q + 1} - 4 = \frac{4}{7}.
\]

Player B may apply the same arguments, leading to twice higher estimates of his gain.

**Example 2.** Suppose now that A has 4 and B has 2. Then A knows that B can have 2 or 8, while B knows that A can have 1 or 4. From the point of view of player A, the situation is the same as in Ex. 1. Player B may apply the same arguments, leading to twice lower estimates of his gain, still supporting the decision to switch.

In Exs. 1 and 2, we saw that probabilistic analysis suggests switching to both players. This apparently brings a gain to only one of them, but their arguments overestimate their chances. This explains why they may have contradictory views on the effect of the switching of envelopes (both thinking that the other envelope is “better”).

To understand this paradox better, imagine the reverse game: Suppose that the players see the contents of the other player’s envelope (and not of their own). Then the same reasoning (based on the information received) would support keeping the envelopes (and no switching). This shows that it is the different incomplete information which supports their paradoxical behavior. (The role of incomplete information and other arrangements of the experiment are discussed in [11] for the “first level” of the paradox.)

This situation is not so counterintuitive. Imagine for instance a poker game where two players hold a poker in their hands. They both evaluate their chances of winning as very high, although it is clear that only one is in the winning position. In the reverse game, where they see the cards of the opponent (and not their own), each player would estimate the chances of his opponent as very high, and he would surrender.

The two envelope problem in this setting possesses the same feature: the partial information given to players is overly optimistic. Thus looking inside the envelopes is not so helpful as it seems. Therefore, if rational players do not look inside any of the envelopes, the latter argument makes their choice ambivalent, and they would accept Argument 1. Even if they look in the envelopes, they will not accept Argument 2, knowing (from the above analysis of the model) that its prediction is biased and too optimistic.

## 5 Exchange Paradox: Third Level

Another modification of the example of Section 3 with \( q = 1/2 \) is also of particular interest. The joint distribution of \( U \) and \( A \) is shown in Fig. 7. Formula (5) for the conditional probability of gain gives

\[
P(U = 0 | A = a) = \frac{1}{3} \text{ if } s \neq 0.
\]

This simplifies to

\[
\frac{1}{3} \text{ if } s \in \{1, 2, \ldots\},
\]

see Fig. 8 for the conditional expectations and Fig. 9 for their contributions to the unconditional expectation \( E_G \).

![Figure 7](image-url)

**Figure 7:** Joint distribution of \( U \) and \( A \) for \( q = 0.5 \). Values \( a \) of \( A \) are on the horizontal axis; blue dots denote \( P(U = 0, A = a) \), orange circles \( P(U = 1, A = a) \).

![Figure 8](image-url)

**Figure 8:** Conditional expectation of gain given \( A = a \) for \( q = 0.5 \) (orange circles). It is a mixture of the cases \( U = 0 \) (blue dots) and \( U = 1 \) (yellow dots).

It seems that player A (as well as B) may only gain by...
switching (if he holds 1), in all other cases the risk of loss is compensated by the same expected gain. In the sum in (7), only the first summand is nonzero, and it is positive. So the sum exists and evaluates to

\[ \frac{1}{2} \frac{1}{1 - q} > 0. \]

The arguments from Section 4 are applicable. Moreover, switching is supported by a computation which results in a positive unconditional gain (of a player not looking in his envelope). However, this argument is wrong. As in Section 4, the expectation of the gain, \( E_G \), does not exist because the sum (2), as a difference of two infinite sums in (3), is not absolutely convergent. Formula (7) uses only one possible arrangement of the summands, leading to an invalid conclusion. If player B applies the same argument, he uses another arrangement of the summands and gets a positive expected gain for himself, loss for A. Thus the sum (2) does not exist and the discussion from Section 4 fully applies, despite the seemingly trivial (wrong) sum (7).

6 Simulations

To verify the results, we also used computer simulations. We computed the average gain from 1000 samples and repeated this 5000 times. The results were displayed as histograms of the averages, see Figs. 10, 11, 12 for quotients \( q = 0.25, 0.5, 0.75 \), respectively. For \( q = 0.75 \), the linear scale could not be used for the horizontal axis. The semilogarithmic scale would not allow negative values. Therefore, we used the 31\(^{st}\) root as a compromise which combines non-linearity similar to the logarithm and possibility of displaying negative values.

As expected, the histograms show relatively frequent occurrences of averages with high absolute value in cases of \( q = 0.5, 0.75 \), where the expectation does not exist. The values are distributed approximately symmetrical with respect to zero, verifying that no envelope appears “better” and Argument 2 does not apply in practice, as predicted by the theoretical analysis in previous sections.

7 Conclusions

We explained the two envelope paradox in its classical form, as well as in two advanced instances in which the players find rather convincing (and still insufficient) probabilistic arguments for switching the envelopes. The latter is our novel contribution to the discussion of the paradox. We confirmed the following conclusion

“a perfectly rational player would simply recognize that his subjective probabilities provide a
Figure 12: Histogram of average gains of 1000 samples for \( q = 0.75 \). The values on the horizontal axis are mapped by the 31st root.

A misleading account using Bayesian decision theory and would therefore ignore those results” [1]

also in the case of nonexisting expectation, which was not considered in the cited source.

This topic has consequences in psychology, but it is also important in economics because it explains behavior at a market which is seemingly well-motivated, but in fact wrong. Besides, this paradox can be a good example and motivation for the study of statistics and information theory.
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Abstract: An area of increasingly frequent applications of evolutionary optimization to real-world problems is continuous black-box optimization. However, evaluating real-world black-box fitness functions is sometimes very time-consuming or expensive, which interferes with the need of evolutionary algorithms for many fitness evaluations. Therefore, surrogate regression models replacing the original expensive fitness in some of the evaluated points have been in use since the early 2000s. The Doubly Trained Surrogate Covariance Matrix Adaptation Evolution Strategy (DTS-CMA-ES) represents a surrogate-assisted version of the state-of-the-art algorithm for continuous black-box optimization CMA-ES. The DTS-CMA-ES saves expensive function evaluations through using a surrogate model. However, the model inaccuracy on some functions can slow-down the algorithm convergence. This paper investigates an extension of DTS-CMA-ES which controls the usage of the model according to the model’s error. Results of testing an adaptive and the original version of DTS-CMA-ES on the set of noiseless benchmarks are reported.

1 Introduction

Evolutionary algorithms have become very successful in continuous black-box optimization. That is, in optimization where no mathematical expression of the optimized function is available, neither an explicit nor implicit one, and it is necessary to empirically evaluate the fitness functions through series of measurements or simulations.

Considering real-world applications, the evaluation of a black-box function can be very time-consuming or expensive. Taking into account this property, the optimization method should evaluate as small amount of points as possible and still reach the target distance to the function optimal value.

The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) \cite{Hansen2006} is considered to be the state-of-the-art optimization algorithm for continuous black-box optimization. On the other hand, the CMA-ES can consume many evaluations to find the optimum of the expensive fitness function. This property resulted in the development of several surrogate-assisted versions of the CMA-ES (an overview can be found in \cite{Kern2016}), where a part of evaluations is performed by a regression surrogate model instead of the original fitness function.

The local meta-model CMA-ES (Imm-CMA-ES), proposed in \cite{Pitra2016} and later improved in \cite{Pitra2017}, builds a quadratic regression model for each point using a set of points already evaluated by the fitness function. The convergence of the algorithm is speeded-up by using a control of changes in population ranking after the fraction of the offspring is evaluated by the original fitness.

A different surrogate-assisted approach, utilizing an ordinal SVM to estimate the ranking of the fitness function values, called $^\ast$ACM-ES, has been introduced in \cite{dulac2018} and later improved in BIPOP-$^\ast$ACM-ES-k \cite{dulac2019} to be more robust against premature convergence to local optima. The parameters of the SVM surrogate model are themselves optimized using the CMA-ES algorithm.

In 2016, the Doubly Trained Surrogate CMA-ES (DTS-CMA-ES) algorithm, using the ability of Gaussian processes to provide the distribution of predicted points, was introduced in \cite{Pitra2016a}. The algorithm employs uncertainty criteria to choose the most promising points to be evaluated by the original fitness.

Results obtained with the three above-mentioned surrogate-assisted algorithms on noiseless functions \cite{Kern2016} suggest that on some fitness functions (e. g., attractive sector function) the surrogate model happens to suffer from a loss of accuracy. Whereas the first of these algorithms controls the number of points evaluated by the original fitness function to prevent the model from misleading the search, the DTS-CMA-ES has the amount of evaluated points fixed. Therefore, some control of the amount of points evaluated by the original fitness in each generation could speed-up the DTS-CMA-ES convergence.

This paper extends the original DTS-CMA-ES with an online adaptation of the number of the points evaluated by the original fitness. This extended version of DTS-
Algorithm 1 DTS-CMA-ES [10]

Input: \( \lambda \) (population-size), \( y_{\text{target}} \) (target value), \( f \) (original fitness function), \( \alpha \) (ratio of original-evaluated points), \( C \) (uncertainty criterion)

1: \( \sigma, m, C \leftarrow \text{CMA-ES initialize} \) (archive initialization)
2: \( A \leftarrow \emptyset \)
3: while minimal \( y_k \) from \( A > y_{\text{target}} \) do
4: \( \{x_k\}_{k=1}^{\lambda} \sim \mathcal{N}(m, \sigma^2 C) \) \hspace{1em} \( \text{CMA-ES sampling} \)
5: \( f_{M1} \leftarrow \text{trainModel}(A, \sigma, m, C) \) \hspace{1em} \( \text{model training} \)
6: \( \{\hat{y}, s\} \leftarrow f_{M1}([x_1, \ldots, x_\lambda]) \) \hspace{1em} \( \text{model evaluation} \)
7: \( X_{\text{orig}} \leftarrow \text{select}[\alpha \lambda] \text{best points accord. to } C(\hat{y}, s) \)
8: \( A \leftarrow (X_{\text{orig}}, y_{\text{orig}}) \) \hspace{1em} \( \text{archive update} \)
9: \( f_{M2} \leftarrow \text{trainModel}(A, \sigma, m, C) \) \hspace{1em} \( \text{model retrain} \)
10: \( y \leftarrow f_{M2}([x_1, \ldots, x_\lambda]) \) \hspace{1em} \( 2^{nd} \text{model prediction} \)
11: \( \{y_k\}_{k=1}^{\lambda} \leftarrow \text{yorig,i} \text{for all original-evaluated } y_{\text{orig,i}} \in y_{\text{orig}} \)
12: \( \sigma, m, C \leftarrow \text{CMA-ES update} \)
13: end while
14: \( x_{\text{res}} \leftarrow x_k \) from \( A \) where \( y_k \) is minimal

Output: \( x_{\text{res}} \) (point with minimal \( y \))

CMA-ES is compared with the original version as well as with the other two above mentioned surrogate models on the noiseless part of the Comparing-Continuous-Optimisers (COCO) platform [5, 6] in the expensive scenario and compares it to the original CMA-ES, ImmCMA-ES, ACM-ES, and original DTS-CMA-ES. Section 2 describes the original DTS-CMA-ES in more detail. Section 3 defines the adaptivity employed to improve the original DTS. Section 4 contains the experimental part. Section 5 summarizes the results and concludes the paper.

2 Doubly Trained Surrogate CMA-ES

The DTS-CMA-ES, introduced in [10], is outlined in Algorithm 1. The algorithm utilizes the ability of GP to estimate the whole probability distribution of fitness to select individuals out of the current population using some uncertainty criterion. The selected individuals are subsequently reevaluated with the original fitness and incorporated into the set of points utilized for retraining the GP model. The CMA-ES strategy parameters \( (\sigma, m, C) \), etc.) are calculated using the original CMA-ES algorithm.

Adaptivity for the DTS-CMA-ES

In this section, we propose a simple adaptation mechanism for the DTS-CMA-ES. In DTS-CMA-ES, the number of points evaluated by the original fitness function in one generation is controlled by the ratio \( \alpha \). The higher values of \( \alpha \), the more points are evaluated by the original fitness. As a consequence, more training points are available for the surrogate model around the current CMA-ES mean \( m \). In addition, the CMA-ES is less misled by a smaller amount of points evaluated by the model. On the other hand, the lower values of \( \alpha \) imply less evaluations by the original fitness and possibly a faster convergence of the algorithm. The ratio \( \alpha \) can be controlled according to the surrogate model precision. Taking into account that the CMA-ES is dependent only on the ordering of the \( \mu \) best individuals from the current population, we suggest to use the Ranking Difference Error described in the following paragraph.

The Ranking Difference Error (RDE\(_{\mu}\)), is a normalized version of the error measure used by Kern in [7]. It is the sum of differences of rankings of the \( \mu \) best points in the population of size \( \lambda \), normalized by the maximal possible such error for the respective \( \mu, \lambda \) \( (\rho(i) \text{ and } \hat{\rho}(i) \text{ are the ranks of the } i\text{-th element in vectors } y \text{ and } \hat{y} \text{ respectively, where } y\text{’s ranking is expected to be more precise})

\[
\text{RDE}_{\mu}(\hat{y}, y) = \frac{\sum_{i=1}^{\mu} |\rho(i) - \hat{\rho}(i)|}{\max_{\pi \in \text{Permutations of } (1, \ldots, \lambda)} \sum_{\pi(i)=\mu} |i - \pi(i)| }
\]

(1)

The adaptive DTS-CMA-ES (aDTS-CMA-ES), depicted in Algorithm 2, differs from the original DTS-CMA-ES in several additional steps (lines 13–15) processed after the surrogate model \( f_{M2} \) is retrained using the new original-evaluated points from the current generation (line 10). First, the quality of the model is estimated using the RDE\(_{\mu}(\hat{y}, y) \) measured between the first model’s prediction \( \hat{y} \) and the vector \( y \) which is composed of the available original fitness values (from \( y_{\text{orig}} \)) and the retrained model’s predictions for the points which are not original-evaluated. Due to noisy observation of the model’s error
\( E^{\text{RDE}} \), we have employed exponential smoothing of the measured error using the update rate \( \beta \) (line 14). As the next step (line 15), \( \alpha \) is calculated via linear transfer function of \( E^{(s)} \)

\[
\alpha = \begin{cases} 
\alpha_{\min} + \frac{\alpha_{\max} - \alpha_{\min}}{E_{\max} - E_{\min}} & E^{(s)} \leq E_{\min} \\
\alpha_{\max} & E^{(s)} \in (E_{\min}, E_{\max}) \\
\alpha_{\max} & E^{(s)} \geq E_{\max}
\end{cases}
\]

where \( E_{\min} \) and \( E_{\max} \) are lower and upper bounds for saturation to the values of \( \alpha_{\min} \) and \( \alpha_{\max} \) respectively.

Having analyzed the RDE\(_\mu\) error measures on the COCO/BBOB testbed, we observed that the measured RDE error \( E^{(s)} \) depends on the ratio \( \alpha \) and the dimension \( D \):

\[
E_{\min} = f^{E}_{\min}(\alpha, D), \quad E_{\max} = f^{E}_{\max}(\alpha, D).
\]

Especially dependence on \( \alpha \) is not surprising: from the definition of RDE\(_\mu\) follows that the more reevaluated points, the higher number of summation in denominator of (1) and hence the higher RDE\(_\mu\) value. Due to mutual dependence of the parameters \( \mathcal{E} \) and \( \alpha \), the calculation of \( \alpha \) in each generation is performed in a cycle until convergence of \( \alpha \):

1. calculate error thresholds \( E_{\min}, E_{\max} \) using the last used ratio \( \alpha \) – either from the previous iteration, or from the previous generation (see equation (3))

2. calculate new ratio \( \alpha \) using newly calculated \( E_{\min}, E_{\max} \) (see equation (2))

In our implementation, the functions \( f^{E}_{\min} \) and \( f^{E}_{\max} \) are results of multiple linear regression – see section 4.1 for the details of these linear models. The remaining parts of the algorithm are similar to the original DTS-CMA-ES.

4 Experimental Evaluation

In this section, we compared the performances of the aDTS-CMA-ES to the original DTS-CMA-ES [10], the CMA-ES [4], and two other surrogate-assisted versions of the CMA-ES: the lmm-CMA-ES [1, 7] and the \( ^{**}\)ACM-ES [9], on the noiseless part of the COCO/BBOB framework [5, 6].

4.1 Experimental Setup

The considered algorithms were evaluated using the 24 noiseless COCO/BBOB single-objective benchmarks [5, 6] in dimensions \( D = 2, 3, 5 \) and 10 on 15 different instances per function. The functions were divided into three groups according to the difficulty of their modeling with a GP model, where two groups were used for tuning aDTS-CMA-ES parameters and the remaining group was utilized to test the results of that tuning. The method of dividing the functions into those groups will be described below in connection with the aDTS-CMA-ES settings. The experiment stopping criteria were reaching either the maximum budget of 250 function evaluations per dimension (FE/\( D \)), or reaching the target distance from the function optimum \( \Delta f_{\text{t}} = 10^{-3} \). The following paragraphs summarize the parameters of the compared algorithms.

The original CMA-ES was tested in its IPOP-CMA-ES version (Matlab code v. 3.61) with the following settings: the number of restarts = 4, IncPopSize = 2, \( \sigma_{\text{start}} = \frac{5}{3}, \lambda = 4 + [3\log D] \). The remaining settings were left default.

The lmm-CMA-ES was employed in its improved version published in [1]. The results have been downloaded from the COCO/BBOB results data archive\(^1\) in its GECCO 2013 settings.

We have used the bi-population version of the \( ^{**}\)ACM-ES, the BIPOP-\( ^{**}\)ACM-ES-k [9]. Similarly to the lmm-CMA-ES, the algorithm results have also been downloaded from the COCO/BBOB results data archive\(^2\).

The original DTS-CMA-ES was tested using the overall best settings from [10]: the prediction variance of Gaussian process model as the uncertainty criterion, the population size \( \lambda = 8 + [6\log D] \), and the ratio of points evaluated by the original fitness \( \alpha = 0.05 \). The results of the DTS-CMA-ES are slightly different from previously published results [10, 11] due to a correction of a bug in the original version which was affecting the selection of points to be evaluated by the original fitness using an uncertainty criterion.

The aDTS-CMA-ES was tested with multiple settings of parameters. First, the linear regression models of lower and upper bounds for the error measure \( E_{\min}, E_{\max} \) were identified via measuring RDE\(_\mu\) on datasets from DTS-CMA-ES runs on the COCO/BBOB benchmarks.

As a first step, we figured out six BBOB functions which are the easiest (E) and six which are the hardest (H) to regress by our Gaussian process model based on the RDE\(_\mu\) measured on 1250 independent testsets per function in each dimension: 10 sets of \( \lambda \) points in each of 25 equidistantly selected generations from the DTS-CMA-ES runs on the first 5 instances, see Table 1 for these sets of functions and their respective errors. The functions which were not identified as E or H form the test function set.

Using the same 25 DTS-CMA-ES ‘snapshots’ on each of 5 instances, we calculated medians (\( Q_2 \)) and the third quartiles (\( Q_3 \)) of measured RDE\(_\mu\) on populations from both groups of functions (E and H), where we used five different proportions of original-evaluated points \( \alpha = \{0.04, 0.25, 0.5, 0.75, 1.00\} \) which were available for retrained models and thus also for measuring models’ errors \( E^{(s)} \). These quartiles were regressed by multiple linear regression models using stepwise regression from a full quadratic model of the ratio \( \alpha \) and dimension \( D \) or its logarithm \( \log(D) \) (decision whether to use \( \log(D) \) or \( D \))

\(^1\)http://coco.gforge.inria.fr/data-archive/2013/lmm-CMA-ES-auger_noiseless.tgz

\(^2\)http://coco.gforge.inria.fr/data-archive/2013/BIPOP-saACM-k_loshchilov_noiseless.tgz
was according to the RMSE of the final stepwise models); the stepwise regression was removing terms with the highest $p$-value > 0.05. The coefficients $E_{\text{min}}^{Q2}$ and $E_{\text{min}}^{Q3}$ of the lower thresholds were estimated on the data from (E) and the coefficients $E_{\text{max}}^{Q2}$ and $E_{\text{max}}^{Q3}$ of the higher thresholds on the data from (H), which resulted in the following models:

$$
E_{\text{min}}^{Q2}(\alpha,D) = (1 \log(D) \alpha \alpha \log(D) \alpha^2) \cdot b_1
$$

$$
E_{\text{min}}^{Q3}(\alpha,D) = (1 \log(D) \alpha \alpha aD \alpha^2) \cdot b_2
$$

$$
E_{\text{max}}^{Q2}(\alpha,D) = (1 D \alpha \alpha aD \alpha^2) \cdot b_3
$$

$$
E_{\text{max}}^{Q3}(\alpha,D) = (1 \log(D) \alpha \alpha \log(D) \alpha^2) \cdot b_4
$$

where

$$
\begin{align*}
 b_1 &= (0.11 \ -0.0002 \ 0.17 \ -0.00067 \ 0.18 \ -0.0027 \ 0.35 \ -0.047) \\
 b_2 &= (-0.13 \ -0.0095 \ 0.44 \ 0.0032 \ 0.15 \ -0.14 \ 0.44 \ -0.19) \\
 b_3 &= (0.044 \ 0.0087 \ 0.44 \ 0.0032 \ 0.15 \ -0.14 \ 0.44 \ -0.19)
\end{align*}
$$

For the remaining investigations, three different values of exponential smoothing update rate were used for comparison $B = \{0.3, 0.4, 0.5\}$. The minimal and maximal values of $\alpha$ were set to $\alpha_{\text{min}} = 0.04$ and $\alpha_{\text{max}} = 1.0$ because lower $\alpha$ values than 0.04 would yield to less than one original-evaluated point per generation, and the aDTS-CMA-ES has to be able to spend the whole populations for the original evaluations in order to work well on functions where GP model is poor (e.g., on $f_6$ Attractive sector). The initial error and original ratio values were set to $E^{(1)} = 0.05$ and $\alpha^0 = 0.05$. The rest of aDTS-CMA-ES parameters were left the same as in the original DTS-CMA-ES settings.

### 4.2 Results

The results in Figures 1, 2, and 3 and in Table 3 show the effect of adaptivity implemented in the DTS-CMA-ES. The graphs in Figures 1, 2 and 3 depict the scaled logarithm $\Delta_f^{\log}$ of the median $\Delta_f^{\text{med}}$ of minimal distances from the function optimum over runs on 15 independent instances as a function of FE/D. The scaled logarithms of $\Delta_f^{\text{med}}$ are calculated as

$$
\Delta_f^{\log} = \frac{\log \Delta_f^{\text{med}} - \Delta_f^{\text{MIN}}}{\Delta_f^{\text{MAX}} - \Delta_f^{\text{MIN}}} \log_{10}(1/10^{-8}) + \log_{10} 10^{-8}
$$

where $\Delta_f^{\text{MIN}}$ ($\Delta_f^{\text{MAX}}$) is the minimum (maximum) $\log \Delta_f^{\text{med}}$ found among all the compared algorithms for the particular function $f$ and dimension $D$ between 0 and 250 FE/D. Such scaling enables the aggregation of $\Delta_f^{\log}$ graphs across arbitrary number of functions and dimensions (see Figure 3). The values are scaled to the $[-8, 0]$ interval, where $-8$ corresponds to the minimal and 0 to the maximal distance. This visualization has a better ability to distinguish the differences in the convergence of tested algorithms more than the default visualization used by the COCO/BBOB platform and that is why it was used in this article.

We have tested the statistical significance of differences in algorithms’ performance on 12 COCO/BBOB test functions in 10D for separately two evaluation budgets using the Iman and Davenport’s improvement of the Friedman test [2]. Let $#FE_T$ be the smallest number of function evaluations on which at least one algorithm reached the target, i.e., satisfied $\Delta_f^{\text{med}} \leq \Delta_f^{T}$, or $#FE_T = 250D$ if no algorithm reached the target within 250D evaluations. The algorithms are ranked on each COCO/BBOB test function with respect to $\Delta_f^{\text{med}}$ at a given budget of function evaluations. The null hypothesis of equal performance of all algorithms is rejected at a higher function evaluation budget $#FEs = #FE_T$ ($p < 10^{-1}$), as well as at a lower budget $#FEs = #FE_T$ ($p < 10^{-1}$).

We test pairwise differences in performance utilizing the post-hoc Friedman test [3] with the Bergmann-Hommel correction controlling the family-wise error in cases when the null hypothesis of equal algorithms’ performance was rejected. To illustrate algorithms’ differences, the numbers of test functions at which one algorithm achieved a higher rank than the other are reported in Table 3. The table also contains the pairwise statistical significances.

We have compared the performances of aDTS-CMA-ES using twelve settings differing in $E_{\text{min}}$, $E_{\text{max}}$, and $B$. Table 2 illustrates the counts of the 1st ranks of the compared settings according to the lowest achieved $\Delta_f^{\text{med}}$ for 25, 50, 100, and 200 FE/D respectively. The counts are summed across the testing sets of benchmark functions in each individual dimension.

Although the algorithm is rather robust to exact setting of smoothing update rate, we have found that the lower the $B$, the better the performance is usually observed (see Table 2), and thus the following experiments use the rate $B = 0.3$.

When comparing the convergence rate, the performance of aDTS-CMA-ES with $E_{\text{min}}^{Q2}$ is noticeable lower especially on Rosenbrock’s functions ($f_8$, $f_9$) and Different powers $f_{14}$ where the $RDE_{\mu}$ error often exceeds the lower error threshold even if a lower number of original-evaluated points would be sufficient for higher speedup of the CMA-ES. The adaptive control, on the other hand, helps especially on the Attractive sector $f_6$, which has the optimum in a point without continues derivatives and is therefore hard-to-regress by GPs, or on Shaffers’ functions $f_{17}$, $f_{18}$ where the aDTS-CMA-ES is probably able to adapt to multimodal neighbourhood around function’s optimum and performs best of all the compared algorithms. Within the budget of 250 FE/D, the aDTS-CMA-ES (especially with $E_{\text{min}}^{Q2}$) is also able to find one of the best fitness value on regularly multimodal Rastrigin functions $f_3$, $f_4$ or $f_{15}$ where the GP model apparently does not prevent the original CMA-ES from exploiting the global structure of a function.
Figure 1: Algorithm comparison on 24 COCO/BBOB noiseless functions in 5D. $\epsilon_{\text{min}}, \epsilon_{\text{max}}$: minimal and maximal error. $Q_2, Q_3$: median and third quartile.
Easy functions to regress
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Figure 2: Algorithm comparison on 24 COCO/BBOB noiseless functions in 10D. $\epsilon_{\text{min}}, \epsilon_{\text{max}}$: minimal and maximal error. $Q_2, Q_3$: median and third quartile.
Figure 3: Algorithm comparison using averaged $\Delta f^{log}$ values on 12 test functions from the COCO/BBOB testbed in 5D and 10D. $\epsilon_{min}$, $\epsilon_{max}$: minimal and maximal error, $Q2$, $Q3$: median and third quartile.

Table 1: The easiest (1–6.) and the hardest (19–24.) to regress six COCO/BBOB functions by the Gaussian process used in the DTS-CMA-ES (columns $f$) according to the corresponding medians of RDE$_{\mu}$ error measured in 25 generations from 5 instances on independent testsets of size $\lambda = 8 + \lfloor 6 \log D \rfloor$ using $\mu = \lambda/2$.

<table>
<thead>
<tr>
<th>FE/D</th>
<th>2D</th>
<th>3D</th>
<th>5D</th>
<th>10D</th>
<th>20D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f$</td>
<td>$RDE_{\mu}$</td>
<td>$f$</td>
<td>$RDE_{\mu}$</td>
<td>$f$</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.08</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.15</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>0.5</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0.7</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Counts of the 1st ranks from 12 benchmark test functions from the BBOB/COCO testbed according to the lowest achieved $\Delta f^{med}$ for different FE/D = \{25, 50, 100, 200\} and dimensions D = \{2, 3, 5, 10\}. Ties of the 1st ranks are counted for all respective algorithms. The ties often occur when $\Delta f_T = 10^{-8}$ is reached (mostly on $f_1$ and $f_5$).
Table 3: A pairwise comparison of the algorithms on 12 test functions in 10D over the COCO/BBOB for different evaluation budgets. The number of wins of i-th algorithm against j-th algorithm over all benchmark functions is given in i-th row and j-th column. The asterisk marks the row algorithm being significantly better than the column algorithm according to the Friedman post-hoc test with the Bergmann-Hommel correction at family-wise significance level \( \alpha = 0.05 \).

<table>
<thead>
<tr>
<th>10D</th>
<th>( E_{\text{min}}^{Q2} / E_{\text{max}}^{Q2} )</th>
<th>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</th>
<th>( E_{\text{min}}^{Q2} / E_{\text{max}}^{Q2} )</th>
<th>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</th>
<th>( E_{\text{min}}^{Q2} / E_{\text{max}}^{Q2} )</th>
<th>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</th>
<th>CMA-ES</th>
<th>Imm-CMA-ES</th>
<th>*ACM-ES</th>
<th>DTS-CMA-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/#FEs</td>
<td>( 1/3 )</td>
<td>1/3</td>
<td>( 1/3 )</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>( 1/3 )</td>
<td>( 1/3 )</td>
<td>( 1/3 )</td>
<td>( 1/3 )</td>
</tr>
<tr>
<td>( E_{\text{min}}^{Q2} / E_{\text{max}}^{Q2} )</td>
<td>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</td>
<td>( 6 )</td>
<td>( 5 )</td>
<td>( 4 )</td>
<td>( 6 )</td>
<td>( 4 )</td>
<td>( 8 )</td>
<td>( 12 )</td>
<td>( 11 )</td>
<td>( 2 )</td>
</tr>
<tr>
<td>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</td>
<td>( 6 )</td>
<td>( 7 )</td>
<td>( 3 )</td>
<td>( 5 )</td>
<td>( 5 )</td>
<td>( 6 )</td>
<td>( 11 )</td>
<td>( 10 )</td>
<td>( 2 )</td>
<td>( 6 )</td>
</tr>
<tr>
<td>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</td>
<td>( 8 )</td>
<td>( 6 )</td>
<td>( 9 )</td>
<td>( 7 )</td>
<td>( 7 )</td>
<td>( 7 )</td>
<td>( 12^* )</td>
<td>( 9 )</td>
<td>( 4 )</td>
<td>( 5 )</td>
</tr>
<tr>
<td>( E_{\text{min}}^{Q3} / E_{\text{max}}^{Q3} )</td>
<td>( 8 )</td>
<td>( 4 )</td>
<td>( 7 )</td>
<td>( 6 )</td>
<td>( 5 )</td>
<td>( 5 )</td>
<td>( 11^* )</td>
<td>( 10 )</td>
<td>( 4 )</td>
<td>( 6 )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>( 0 )</td>
<td>( 1 )</td>
<td>( 1 )</td>
<td>( 2 )</td>
<td>( 0 )</td>
<td>( 3 )</td>
<td>( 1 )</td>
<td>( 2 )</td>
<td>( — )</td>
<td>( — )</td>
</tr>
<tr>
<td>Imm-CMA-ES</td>
<td>( 10 )</td>
<td>( 7 )</td>
<td>( 10 )</td>
<td>( 6 )</td>
<td>( 8 )</td>
<td>( 7 )</td>
<td>( 8 )</td>
<td>( 6 )</td>
<td>( 11^* )</td>
<td>( 11 )</td>
</tr>
<tr>
<td>*ACM-ES</td>
<td>( 6 )</td>
<td>( 4 )</td>
<td>( 5 )</td>
<td>( 5 )</td>
<td>( 4 )</td>
<td>( 7 )</td>
<td>( 3 )</td>
<td>( 5 )</td>
<td>( 10 )</td>
<td>( 8 )</td>
</tr>
<tr>
<td>DTS-CMA-ES</td>
<td>( 9 )</td>
<td>( 5 )</td>
<td>( 10 )</td>
<td>( 7 )</td>
<td>( 9 )</td>
<td>( 10 )</td>
<td>( 8 )</td>
<td>( 8 )</td>
<td>( 12^* )</td>
<td>( 11^* )</td>
</tr>
</tbody>
</table>

5 Conclusions & Future work

In this paper, we have presented a work-in-progress on adaptive version of the surrogate-assisted optimization algorithm DTS-CMA-ES. The online adjustment of the ratio between the original- and model-evaluated points according to the error of the surrogate model is investigated. The new adaptive version of the algorithm employs RDE_\( \mu \), between the fitness of current population predicted using the first-trained model and the retrained model.

Results of parameter tuning show that lower values of the exponential smoothing rate \( \beta \) provide better results. On the other hand, different combinations of slower and more rapid update behaviours bring better CMA-ES speedup for different kinds of functions, and choice of this parameter could depend on the experimenter’s domain knowledge. We found that the adaptive approach speeds up the CMA-ES more than three other surrogate CMA-ES algorithms, namely DTS-CMA-ES, *ACM-ES, and Imm-CMA-ES, on several functions after roughly 150 FE/D.

The adaptivity of the DTS-CMA-ES is still, to a certain extent, work in progress. A future perspective of improving aDTS-CMA-ES is to additionally investigate different types and properties of adaptive control of the number of points evaluated by the original fitness in each generation. Another conceivable direction of future research can be found in online switching between different types of surrogate models suitable for the aDTS-CMA-ES.
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Abstract: One of the key sources of spreading malware are malicious web sites – either tricking user to install malware imitating legitimate software or, in the case of various exploit kits, initiating malware installation even without any user action. The most common technique against such web sites is blacklisting. However, it provides little to no information about new sites never seen before. Therefore, there has been important research into predicting malicious web sites based on their features. This work-in-progress paper presents a light-weight prediction method using solely lexical features of the site URL and classification by random forests. To this end, three possibilities of feature extraction have been elaborated and investigated on real-world data sets with respect to precision and recall. The obtained results indicate that there is nearly never a significant difference between the considered methods, and that in spite of the limitation to the lexical features of the site URL, they have an impressive performance in terms of area under the precision-recall curve for the path parts of URLs.
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1 Introduction

Protecting devices from malicious software is a never-ending fight. There are multiple ways how malware can infect an end point device but the most common way how malware can spread itself is via malicious web sites – either tricking user to install it by imitating legitimate software or, in the case of various exploits kits, install itself without any user action or knowledge. An ideal defence against such a threat would be to block any malicious site before it can even serve its content. The most common technique, which is widely used in practice, is blacklisting. While such technique is extremely fast (just searching for the URL within the list), it provides only limited protection, since no blacklist is perfectly up-to-date [6]. In particular blacklisting provide us with little to none additional information about new, never before seen sites.

Aware of this problem security researchers have proposed various systems to protect users. We can basically divide these approaches into two groups based on information they are using. The first one is considering the content of the web site. Provos et al. [5] proposed a solution based on the position of iframes and the existence of obfuscated javascript to detect malicious landing-pages. This approach is usually more reliable because it provides all necessary informations. On the other hand, it is clearly slower since it must process more data and it is potentially dangerous since it needs to actually access the content. Zhang et al. [8] proposed method to detect phishing sites based on the TF-IDF of the whole document.

The other approach is to consider only the URL itself and information related to it, such as DNS and whois records. To this end, multiple approaches have been proposed, such as classification based on bag-of-word representation of the URL by Ma et al.[3], [4] or characters n-grams representation used by Verma et al. [7] to detect phishing sites. Both of these studies show that systems based on lexical and host based features can have very low percentage of misclassified samples; unfortunately, the studies do not differentiate between benign site classified as a malicious one and vice versa. In real-world scenarios, however, the misclassification of benign site is much more severe. Motivated by these studies, we focus on fast and light-weight classification of the URL, where we use only lexical based features of the URL and where we are trying to minimize the number of misclassified benign sites, i.e. to maximize specificity, even at the expense of a higher number of misclassified samples, i.e., at the expense of lower accuracy. The goal of our approach is to provide classification method which would be fast and keep the number of falsely classified URLs as low as blacklisting, yet would still be able to generalize and thus be ideal as a pre-filtering method for some slower, more precise methods.

In the previously mentioned papers we can see that there are multiple different algorithms which reach very similar results, thus we decided to do the very opposite. We use only one algorithm – random forest in our case – and compare its result on different types of features generated from the same set of the URLs. To demonstrate this approach we have used a large number of URLs, labelled by a particular antivirus software, to build our classification system. Using this data, we show that classification models based only on the lexical parts of URL can still reach a high precision and that a different representation might be more suitable for different parts of the URL.

The following two sections recall in turn several methods for extracting features from the URL, and our algorithm of choice – random forests. After that, we describe three variants of the proposed method. These variants are experimentally compared in Section 5, after which the paper concludes.
2 Feature Extraction

Uniform Resource Locators (URLs) are the global addresses of resources on World Wide Web and they are the primary means by which users browse through the Internet. They are human-readable text strings with the structure depicted in a figure 1. The "host" is arguably the most important part of the URL. One of the main ideas, why classification based on the lexical structure of a URL might work, is that malicious URLs tend to look different. The benign URLs, especially the host parts, are mostly short and easy to remember in comparison to malicious ones.

In this section, we provide an overview of the problem and a discussion of the features used for URL classification.

![Figure 1: Example of URL and its components.](image)

2.1 Problem Overview

A site with unsolicited content may belong to several categories such as spam, phishing, drive-by exploits, etc., but for our purpose we treat all of these categories as one, since the ultimate decision is always the same - whether to allow access to a given site, or not. We go by medical terminology which is commonly used in cyber security. Labelling a sample as a positive means labelling it as a malicious URL and negative means benign one.

We classify sites based only on the lexical structure of URLs without considering any additional information such as reputation or content. While these informations might improve accuracy, we exclude them for several reasons. First, we focus on light-weight and fast classification, thus downloading a content is out of our scope for its slowness. Second, accessing the content of a page before getting known whether it is malicious is potentially dangerous, since you might get infected before blocking the site. The reason for not using reputation or host-based information is more of a technical issue since such information is fairly hard to get and the information itself might not be up to date. That is especially unsuitable in case of malicious domains, since some of them tend to exist only for few days or even hours. Nevertheless we show in Section 5 that classifying web sites using only the lexical features of the URLs can still be sufficient for a high precision.

2.2 Features Pertaining to a URL

From the point of view of classification, the most important parts are host, port, path, and query. We do not consider the fragment part since it is basically non-existent in malicious URLs and we do not use the scheme part either. One might argue, that using a secure protocol (such as https) is a strong indicator for a benign site. That is true – almost all tested malicious URL do not use secure layer. Unfortunately a lot of benign URLs, especially not very known ones, do not use it either, thus we decided to not use scheme based features to avoid skewed results.

Since our goal is to design light-weight and fast classification system, we can not afford to use complicated representation. We combine a few real-valued, hand selected features such as length of the entire URL and its parts, the number of subdomains, number of non-alphanumeric characters in a path, etc., with several text representation techniques.

1. The Bag-of-words (BoW) representation, where each part of the URL is represented as a bag of its words. While this representation is quick to compute, it suffers from two major drawbacks. The feature space is extremely large (theoretically unbounded) and the word ordering is lost which is especially troublesome in our case since we do not use any additional information but the URL. Therefore, we slightly modify the BoW to keep some additional information such as top and second level domains and last words in a path, since that is usually a file extension for a downloaded file. While models using this representation might reach high precision, they have one major drawback. Some of the malicious URLs tend to generate their domain names in a pseudo-random way, that is they generate many names which differ in a few characters, yet they still look very similar. This is the case where BoW absolutely fails as it has no way how to detect these changes.

2. To overcome this we use following technique. Character $N$-grams is a representation where each consecutive $N$ characters are considered a feature. While this representation does not preserve the word ordering either, it bounds the size of feature space by $O(\Sigma^N)$ where $\Sigma$ is the size of the alphabet, and to a certain extent improves BoW inability to generalize over long, pseudo-random generated words.

While inspecting the structure of URLs, we noticed that some of the malicious URLs differ only in a few characters. Moreover, these random characters are always on the same position, thus we use a generalization of character $N$-grams.

3. Character $N$-grams with $k$ don’t care symbols is a generalization of $N$-grams representation, where each $N$-gram is transformed into a set of $N \choose k$-grams with $k$ don’t care symbols. For example, 4-grams $ITAT$ and $ICAT$ are transformed into following set of 4-grams with one don’t care symbol: $?TAT, ?AT, IT?T, I?A?, ?CAT, IC?T, ICA?$, where "?" marks a position of the don’t care symbol.
This representation is as fast to compute as the previous ones and reduces the size of the feature space even more – to \(O\left(\binom{N}{k}\sum_{k=0}^{N-k}\right)\). Moreover it has the best ability to generalize as we show in the results in Section 5.

3 Random Forests

We chose random forests as our classification algorithm for several reasons. It provides us with a probabilistic output, it is capable of handling a huge number of features, which is especially important in our case, and it handles naturally problems with multiple classes.

A random forest is an ensemble of randomly trained decision trees and it is characterized by multiple parameters such as the forest size \(T\), the maximum depth \(D\) for each tree in the forest, the training objective function.

Each split node \(i\), i.e., inner node of the tree, is associated with a binary split function

\[
h(v, \Phi_i) \in \{\text{True}, \text{False}\},
\]

where \(v = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) denotes the feature vector and \(\Phi_i\) is the optimal parameter of the \(i\)-th split node. The data arriving at the split node \(i\) are sent to its left or right child depending on the result of the value returned by the corresponding split function.

3.1 Training

The training process is typically repeated independently for each tree in a forest. During training, the optimal parameter of the split node needs to be computed for every split node in a tree. To this end, we have chosen to maximize an information gain objective function:

\[
\Phi_i = \arg \max \Phi I_i
\]

where \(I_i\) is the information gain of the \(i\)-th split node, defined as:

\[
I_i = H(S_i) - \sum_{j \in \{LR\}} \frac{|S'_l|}{|S_i|} H(S'_l)
\]

with \(j\) indexing the two child nodes. \(H\) is the (Shannon) entropy of a set \(S\) of training points:

\[
H(S) = -\sum_{c \in C} p(c) \log p(c),
\]

where \(p(c)\) is the empirical probability based on \(S\) of the class \(c \in C\).

3.2 Testing

During testing, each test point \(v\) is pushed through all trees in a forest \(T\) until it reaches a corresponding leaf. The tree predictions are combined through averaging:

\[
p(c | v) = \frac{1}{T} \sum_{t \in T} p_t(c | v).
\]

4 Proposed Approach and Its Variants

We focus on designing fast and light-weight system for URL classification, which uses only a minimal amount of available information about the given site. With such a small amount of information, it is hardly possible to reach 100% accuracy of classification. Aware of this problem, we suggest our classification system to be used as a pre-filter for some method using a broader spectrum of features. Hence, our goal is to design a system with extremely low number of false positives, thus reaching high precision. Since we design our system as a pre-filter, any false-positive result is a final one whereas false-negative results might be adjusted by some of the later methods. Therefore, we decided to prioritize precision over accuracy.

We describe two slightly different systems which differ only in the last step - the way how the final classification is produced. The feature extraction is common to both systems and it is executed in the way described in Section 2.2.

The first, common approach for building such a system is to simply train a classifier (random forest in our case) on the gathered data and set the threshold high enough to minimize the number of false positives. We propose another solution that is based on the fact that each part of the URL (i.e. host, path, or query) has a different lexical structure and wording. Therefore, we train specialized models for each part of the URL separately and the final model is a team of these. The final classification is done via a voting of all models, where the URL is classified as malicious if at least one of the models classified it so. An advantage of using separate models for each part is that it reduces the dimensionality and overall size of the model. That is especially case for the host part, since there are usually multiple URLs that differ only in the path or query part. Thanks to this, we can afford to either train more complex models or to retrain them more frequently, and thus indirectly increase accuracy of our models.

5 Experimental Evaluation

In this section we describe experiments that were performed to test and compare the proposed methods. We evaluated the methods with two performance measures. Both of them measure the performance of a whole family of classifiers corresponding to some finite set \(\Theta\) of decision thresholds. The first one is an area under the precision-recall curve, where precision and recall corresponding to a threshold \(\Theta\) are defined the standard way, i.e.

\[
\text{precision} = \frac{tp(\Theta)}{tp(\Theta) + fp(\Theta)}
\]

\[
\text{recall} = \frac{tp(\Theta)}{tp(\Theta) + fn(\Theta)}
\]

where \(tp(\Theta), fp(\Theta), tn(\Theta),\) and \(fn(\Theta)\) denote the number of true positives, false positives, true negatives and
false negatives for the classifier corresponding to the threshold $\theta$.

The second one the maximal recall among classifiers from the considered family that have precision above fixed limit:

$$
\rho(l) = \max\{ \frac{tp(\theta)}{tp(\theta) + fn(\theta)} | \theta \in \Theta, \frac{tp(\theta)}{tp(\theta) + fp(\theta)} \geq l \}
$$

We evaluated each of the proposed feature generation techniques in the following way. For each method we used a separate balanced dataset which contained the same set of labelled URLs and then trained the several random forests with different number of trees $T$ and maximum depth $D$. We always used 80% of data for training and 20% for testing. For the $N$-grams representations we chose to use 4-grams and 4-grams with 1 don’t care symbol which we shorten as 4G and 4GDC respectively in the following sections.

Table 2: Number of URLs in each dataset and dimensionality of the corresponding feature space

<table>
<thead>
<tr>
<th>Data</th>
<th>URLs</th>
<th>BoW</th>
<th>4G</th>
<th>4GDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host</td>
<td>508074</td>
<td>452 950</td>
<td>977 754</td>
<td>223 281</td>
</tr>
<tr>
<td>Path</td>
<td>2732415</td>
<td>3 559 094</td>
<td>5 264 007</td>
<td>1 875 289</td>
</tr>
</tbody>
</table>

5.1 Employed Data

We used the set of labelled URLs provided by one of the antivirus companies, which were collected over the period of one month.
We didn’t explicitly extract URLs related to one type of threat (such as URLs related to malicious/phishing campaigns) and thus the URLs structures are partially unrelated. It is because URLs of different malicious campaigns differs from each other even though they are labelled the same – as a malicious. For example URLs related to a phishing campaign targeting facebook will have similar structure but they will be different from URLs connected to C&C servers of some particular botnet.

To test all suggested methods, we generated multiple datasets from it. Namely we created several small datasets from host parts of the URLs to test statistical significance of our methods, where each dataset contains only URLs with the same top-level domains (such as ‘.com’) or country-code second-level domains (such as ‘.co.uk’).

The number of URLs in each dataset and the dimensionality of the corresponding feature space for each of the considered feature extraction methods are in Table 1.

Next, we used datasets for host and path URL-parts and for each considered method of feature extraction. Table 2 contains the number of URLs in each dataset and the dimensionality of the corresponding feature space for each of the considered feature extraction methods.

### 5.2 Main Results

The comparison of the three considered feature extraction methods for the area under the precision-recall curve and for the maximal recall of classifiers with precision above 0.8 is for 4 different combinations of the forest size and tree depth summarized in Tables 6 and 7, respectively. The considered family of classifiers was constructed using the 20 thresholds 0.05, 0.1, . . . , 1. For each of those 4 combinations, the hypotheses that all three methods lead to the same area under the precision-recall curve and to the same maximal recall of classifiers with precision above 0.8 were tested with the Friedman test [1]. The results of their testing are given in Tables 3 and 4, respectively.

Table 3: Friedman test for a maximal recall function for different values of $T$ and $D$. The exact values are shown in each column for $T$ and $D$ respectively.

<table>
<thead>
<tr>
<th>Values of $T$, $D$</th>
<th>10 200</th>
<th>10 50</th>
<th>50 200</th>
<th>50 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$ statistic</td>
<td>2.9500</td>
<td>2.1100</td>
<td>0.0170</td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.2300</td>
<td>0.3700</td>
<td>0.9500</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Friedman test for an area under precision recall curve for different values of $T$ and $D$. The exact values are shown in each column for $T$ and $D$ respectively.

<table>
<thead>
<tr>
<th>Values of $T$, $D$</th>
<th>10 200</th>
<th>10 50</th>
<th>50 200</th>
<th>50 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$ statistic</td>
<td>1.2600</td>
<td>2.2100</td>
<td>1.3700</td>
<td>0.3200</td>
</tr>
<tr>
<td>p-value</td>
<td>0.5300</td>
<td>0.3300</td>
<td>0.5000</td>
<td>0.8500</td>
</tr>
</tbody>
</table>

The test rejected only the hypothesis of the same maximal recall for a single considered combination tree depth 50 + forest size 50. For that combination, we performed the posthoc test of equal mean ranks with respect to the maximal recall for the 3 possible pairs of the compared methods [1]. The results of that posthoc test are presented in Table 5.

Table 5: Post hoc test for maximum recall function for random forest with $T = 50$ and $D = 50$.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>4G-4GDC</th>
<th>4G-BoW</th>
<th>4GDC-BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>0.0175</td>
<td>0.0029</td>
<td>0.2582</td>
</tr>
</tbody>
</table>

They imply that the hypothesis of equal mean ranks with respect to the maximal recall is on the significance level 0.05 rejected for the pairs of methods 4G–4GDC and 4G–BoW, but not for the pair 4GDC–BoW. This implication is valid for several kinds of corrections with respect to the simultaneous testing of all three pairwise hypotheses, e.g., the correction according to Holm, the correction according to Shaffer, and the most general correction according to Bergmann and Hommel [2].

In addition, we compared the considered feature extraction methods on the host and path part of URLs. For comparability of results, we chose the same random forest parameters as before. Namely we used the number of trees $T = 20$ and maximum depth $D = 100$.

For classification using only the host part of the URLs, the results show, that the techniques rank from the best as follows: 4-grams with one don’t care symbol, 4-grams, BoW. All methods are able to reach a high precision, but it can be seen that BoW generalize poorly on features based on the host part only. It is not surprising, since all of the URL in the dataset were unique from each other, thus BoW could reliably detect only URLs for which at least some subdomains of the URL were shared by the training and testing part of the dataset.

When we used only path parts of URLs, the results were similar. Surprisingly, the BoW representation performed almost as well as 4-grams while 4-grams with don’t care symbol significantly improved recall for high thresholds. Although we expected this results with representation using don’t care symbols, we can not explain why 4-grams have not outperformed BoW.

### 6 Conclusion

This work in progress paper is a small contribution to research into predicting malicious web sites. It presented a light-weight approach using solely lexical features of the site URL and classification by random forests. Three methods for the extraction of such URL features have been considered and experimentally validated on real-world data. The data included on the one hand smaller datasets containing the host parts of URLs from 19 mutually unrelated (mostly top-level) domains, on the other
Table 6: Comparison of the area under the precision-recall curve between the considered feature extraction methods for particular combinations of random forest parameters $T$ and $D$. The comparison is based on the datasets from the 19 domains listed in Table 1, each value shows how frequently the method in the row yielded a higher area under the precision-recall curve than the column method.

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>4GDC</td>
<td>12</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>BoW</td>
<td>11</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) $T = 10$ and $D = 200$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>4GDC</td>
<td>12</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>BoW</td>
<td>11</td>
<td>11</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) $T = 10$ and $D = 50$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>4GDC</td>
<td>9</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>BoW</td>
<td>11</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

(c) $T = 50$ and $D = 200$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>4GDC</td>
<td>10</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>BoW</td>
<td>11</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

(d) $T = 50$ and $D = 50$

Table 7: Comparison of the maximal recall of classifiers with precision above 0.8 between the considered feature extraction methods for particular combinations of $T$ and $D$. The comparison is based on datasets from the 19 domains listed in Table 1, each value shows how frequently the method in the row yielded a higher maximal recall of classifiers with precision above 0.8 than the column method.

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>4GDC</td>
<td>10</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>BoW</td>
<td>13</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) $T = 10$ and $D = 200$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>4GDC</td>
<td>8</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>BoW</td>
<td>13</td>
<td>11</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) $T = 10$ and $D = 50$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>4GDC</td>
<td>10</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>BoW</td>
<td>10</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>

(c) $T = 50$ and $D = 200$

<table>
<thead>
<tr>
<th></th>
<th>4G</th>
<th>4GDC</th>
<th>BoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>-</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>4GDC</td>
<td>14</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>BoW</td>
<td>15</td>
<td>11</td>
<td>-</td>
</tr>
</tbody>
</table>

(d) $T = 50$ and $D = 50$
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Adaptive Generation-Based Evolution Control for Gaussian Process Surrogate Models

Jakub Repický, Lukáš Bajer, Zbyněk Pitra, and Martin Holeňa

Abstract: The interest in accelerating black-box optimizers has resulted in several surrogate model-assisted versions of the Covariance Matrix Adaptation Evolution Strategy, a state-of-the-art continuous black-box optimizer. The version called Surrogate CMA-ES uses Gaussian processes or random forests surrogate models with a generation-based evolution control. This paper presents an adaptive improvement for S-CMA-ES, in which the number of generations using the surrogate model before retraining is adjusted depending on the performance of the last instance of the surrogate. Three algorithms that differ in the measure of the surrogate model’s performance are evaluated on the COCO/BBOB framework. The results show a minor improvement on S-CMA-ES with constant model lifelengths, especially when larger lifelengths are considered.

1 Introduction

The problem of optimization of real-valued functions without a known mathematical expression, arising in many engineering tasks, is referred to as continuous black-box optimization. Evolutionary strategies, a class of randomized population-based algorithms inspired by natural evolution, are a popular choice for continuous black-box optimization. Especially the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [6] is considered the state-of-the-art continuous black-box optimizer of the several past decades. Since values of a black-box function can only be obtained empirically and at considerable costs in practice, the number of function evaluations needed to obtain a desired function value is a key criterion for evaluating black-box optimizers.

The technique of surrogate modelling aims at saving function evaluations by building a surrogate model of the fitness and using that for a portion of function evaluations conducted in the course of the evolutionary search. Several surrogate model-assisted versions of the CMA-ES have been developed (see [11] for a recent comparison of some of the most notable algorithms). Surrogate CMA-ES (S-CMA-ES) [2] utilizes random forests- or Gaussian processes-based surrogate models, which possess an inherent capability to quantify uncertainty of the prediction.

In order to control surrogate model’s error, S-CMA-ES uses the surrogate model for a given number of generations before a new instance of the model is trained on a population evaluated with the fitness, which is a strategy called generation-based evolution control [9]. In [2], two model lifelengths, in particular $g_m \in \{1, 5\}$, have been benchmarked on the COCO/BBOB framework. In many cases, the higher lifelength outperformed the lower one in earlier phases of the optimization, but the reverse order was observed towards later phases of the optimization. In this paper, we propose an adaptive version of the S-CMA-ES (A-S-CMA-ES), in which an adequate number of model-evaluated generations is estimated as a function of previous model’s error. We restrict our attention to Gaussian processes, since they outperformed random forest-based surrogates [2]. We consider three different surrogate error measures and compare all of them on the COCO/BBOB framework.

The remainder of this paper is organized as follows. Section 2 outlines basic concepts of S-CMA-ES. The proposed adaptive improvement is described in Section 3. Experimental setup is given in Section 4. Experimental results are reported in Section 6. Section 7 concludes the paper.

2 Surrogate CMA-ES

The CMA-ES operates on a population of $\lambda$ candidate solutions sampled from a multivariate normal distribution:

$$x_k \sim N(m, \sigma^2 C) \quad k = 1, \ldots, \lambda,$$  \hspace{1cm} (1)

where $N$ is the normal distribution function; $m$ and $C$ are the mean and the covariance matrix of the estimated search distribution, respectively; and the $\sigma$ is the overall search step size. The candidate solutions are ranked according to their fitness values:

$$y_k = f(x_k) \quad k = 1, \ldots, \lambda.$$  \hspace{1cm} (2)
Upon a (weighted) selection of $\mu < \lambda$ highest ranked points, the mean and the covariance matrix of the multivariate normal distribution are adapted according to a procedure that takes as input, among other variables, a cumulative of the past search steps [5]. The S-CMA-ES modifies the CMA-ES by replacing its sampling (1) and fitness-evaluation (2) steps with a procedure depicted in Algorithm 1.

**Algorithm 1** Surrogate part of S-CMA-ES

**Input:** $g$ (generation)
- $g_m$ (number of model-evaluated generations)
- $\sigma, \lambda, m, C$ (CMA-ES internal variables)
- $r$ (maximal distance between $m$ and a training point)
- $n_{\text{req}}$ (minimal number of points for training)
- $n_{\text{max}}$ (maximal number of points for training)
- $f$ (fitness)
- $\mathcal{A}$ (archive)

1: $x_k \sim \mathcal{N}(m, \sigma^2 C)$, $k = 1, \ldots, \lambda$ {sampling}
2: if $g$ is original-fitness-evaluated then
3: $y_k \leftarrow f(x_k)$, $k = 1, \ldots, \lambda$ {fitness evaluation}
4: $\mathcal{A} \leftarrow f, \mathcal{A} \cup \{(x_k, y_k)\}_{k=1}^\lambda$
5: $(x_{tr}, y_{tr}) \leftarrow \text{choose } n_{tr} \text{ training points within the Mahalanobis distance } r \text{ from } \mathcal{A}$, assuring that
6: $n_{\text{req}} \leq n_{tr} \leq n_{\text{max}}$
7: $f_{\#} \leftarrow \text{train}_{model}(x_{tr}, y_{tr})$
8: else
9: $y_k \leftarrow f_{\#}(x_k)$ {model evaluation}
10: if $g_m$ model generations have passed then
11: mark $(g+1)$ as original-fitness-evaluated
12: end if
13: end if

**Output:** $f_{\#}, \mathcal{A}, (y_k)_{k=1}^\lambda$

Depending on the generation number $g$, the procedure evaluates all candidate solutions either with the real fitness or with the model. In each case, the sampling of the estimated multivariate normal distribution is unchanged (step 1).

If the population is original-fitness-evaluated (step 3), the new evaluations are saved in an archive of known solutions (step 4). Afterwards, a new model is trained on a set of points within the Mahalanobis distance $r$ from the current CMA-ES distribution $\mathcal{N}(m, \sigma^2 C)$ (step 5).

In model-evaluated generations, the fitness values of the whole population of candidate solutions are estimated by the model (step 9).

## 2.1 Gaussian Processes

A Gaussian process (GP) is a collection of random variables $f(x)$, such that any finite subcollection $f = \{f(x_1), \ldots, f(x_N)\}$ has an $N$-dimensional normal distribution. A Gaussian process is defined by a mean function $\mu(x)$ (often assumed to be zero) and a covariance function $k(x, x; \theta)$, where $\theta$ is a vector of parameters of $k$, hence hyperparameters of the Gaussian process. Given a set of training data $X = \{x_1, \ldots, x_N\}$, the covariance matrix of a GP prior is $K_N + \sigma_N^2 I_N$, where $K_N$ is a $N \times N$ matrix given by $K_{N_{ij}} = k(x_i, x_j; \theta)$ for all $i, j = 1, \ldots, N$; $\sigma_N^2$ is the variance of an additive, i.d. noise and $I_N$ is a $N \times N$ identity matrix. Given a new point $x, y \notin X$, Gaussian process regression is derived by conditioning the joint normal distribution of $f(x_1), \ldots, f(x_N)$ on the prior, which yields a univariate Gaussian (see [12] for more details). The hyperparameters $\theta$ of a GP regression model are estimated using the maximum likelihood estimation method.

## 3 Adaptive Evolution Control for Surrogate CMA-ES

The generation-based evolution strategy optimizes the fitness function and the surrogate model thereof in certain proportion. On problem areas that can be approximated well, a surrogate-assisted optimization might benefit from frequent utilization of the model, while on areas that are hard for the surrogate to approximate, frequent utilization of the model might degenerate the performance due to the model’s inaccuracy.

The proposed evolution control adapts the lifespan of a new model depending on the previous model’s error measured on the current generation.

Consider a generation $g$ that is marked as original-fitness-evaluated, and a newly-trained surrogate model $f_{\#}$. If $f_{\#}$ is the first surrogate trained so far, put $g_m = 1$. Otherwise, an error $\varepsilon$ of a previous surrogate model $f_{\#}^{(g-1)}$ is estimated on the newly evaluated population $(x_1^{(g-1)}, \ldots, x_{\lambda}^{(g-1)})$ (Algorithm 2). The error $\varepsilon$ is then mapped into a number of consecutive generations $g_m, g_m \in [0, g_m^{\text{max}}]$, for which the surrogate $f_{\#}$ will be used (Algorithm 3).

We consider three different model error measures. As the CMA-ES depends primarily on the ranking of candidate solutions, the first two proposed error measures, Kendall correlation coefficient and Rank difference are based on ranking. The third one, Kullback-Leibler divergence a.k.a. information gain, measures a difference between a multivariate normal distribution estimated from the fitness values $y$ and a multivariate normal distribution estimated for the predicted values $\hat{y}$.

**Kendall rank correlation coefficient** Kendall rank correlation coefficient $\tau$ measures similarity between two different orderings of the same set. Let $y = (f(x_1), \ldots, f(x_\lambda))$ and $\hat{y} = (\hat{f}(x_1), \ldots, \hat{f}(x_\lambda))$ be the sequences of the fitness values and the predicted values of a population $x_1, \ldots, x_\lambda$, respectively. A pair of indices $(i, j)$, such that $i \neq j$, $i, j \in \{1, \ldots, \lambda\}$, is said to be concordant, if both $y_i < y_j$ and $\hat{y}_i < \hat{y}_j$ or if both $y_i > y_j$ and $\hat{y}_i > \hat{y}_j$. A discordant pair $(i, j), i \neq j, i, j \in \{1, \ldots, \lambda\}$ is one fulfilling that both $y_i < y_j$ and $\hat{y}_i > \hat{y}_j$ or both $y_i > y_j$ and $\hat{y}_i < \hat{y}_j$. Let $n_c$ and $d_c$ denote the number of concordant and discordant
Algorithm 2 Model error estimation

**Input:** error_type (one of “Kendall”, “Rank-Difference”, “Kullback-Leibler”)
- \( g \) (CMA-ES generation number)
- \( (x_i^{(g+1)}, \ldots, x_{\lambda}^{(g+1)}) \) (a newly sampled population)
- \( y, \hat{y} \) (fitness values and model predictions in generation \( g \))
- \( c_{\text{cma}}^{(g)} = (c_0, c_1, c_g, d_g) \) (CMA-ES constants)
- \( v_{\text{cma}}^{(g)} = (m^{(g)}, c^{(g)}, p^{(g)}, \sigma^{(g)}) \) (CMA-ES variables at generation \( g \))
- \( \epsilon_{\text{max}} \) (maximal error so far)

1: if error_type = “Kendall” then
2: \( \epsilon \leftarrow \frac{1}{2} \) (1 - \( r \))
3: else if error_type = “Rank-Difference” then
4: \( \epsilon \leftarrow \epsilon_{\text{RD}}(\hat{y}, y) \)
5: else if error_type = “Kullback-Leibler” then
6: \( \epsilon \leftarrow D_{KL}(\mathcal{N}(\hat{y}, v_{\text{cma}}^{(g)})) \)
7: cma_update((x_1^{(g+1)}, \ldots, x_{\lambda}^{(g+1)}), y, c_{\text{cma}}, v_{\text{cma}}^{(g)})
8: \( \epsilon \leftarrow D_{KL}(\mathcal{N}(\hat{y}, v_{\text{cma}}^{(g)})) \)
9: cma_update((x_1^{(g+1)}, \ldots, x_{\lambda}^{(g+1)}), y, c_{\text{cma}}, v_{\text{cma}}^{(g)})
10: if \( \epsilon > \epsilon_{\text{max}} \) then
11: \( \epsilon_{\text{max}} \leftarrow \epsilon \)
12: end if
13: \( \epsilon \leftarrow \frac{\epsilon}{\epsilon_{\text{max}}} \) [normalize in proportion to the historical maximum]
14: end if

**Output:** \( \epsilon \in [0, 1] \)

Algorithm 2 computes Kullback-Leibler divergence from a CMA-estimated multivariate normal distribution \( \mathcal{N}(\hat{y}, v_{\text{cma}}^{(g)}) \) w.r.t. fitness values \( y \) and model predictions \( \hat{y} \). Procedure cma_update in steps 7 and 8 refers to one iteration of the CMA-ES from the point when a new population has been sampled. The result is normalized by the historical maximum (step 13).

### Ranking difference error
The ranking difference error is a normalized version of a measure used in [10]. Given \( r_1(i) \) the rank of the \( i \)-th element of \( y \) and \( r_2(i) \) the rank of the \( i \)-th element of \( \hat{y} \), the ranking difference error is the sum of element-wise differences between \( r_1 \) and \( r_2 \) taking into account only the \( \mu \) best-ranked points from \( \hat{y} \):

\[
\epsilon_{\text{RD}}(\hat{y}, y) = \frac{\sum_{i: r_1(i) \leq \mu} |r_2(i) - r_1(i)|}{\max_{i \in S_{\lambda}} \sum_{i: \pi(i) \leq \mu} |i - \pi(i)|},
\]

where \( S_{\lambda} \) is the group of all permutations of set \( \{1, \ldots, \lambda\} \).

### Kullback-Leibler divergence
Kullback-Leibler divergence from a continuous random variable \( Q \) with probability density function \( q \) to a continuous random variable \( P \) with probability density function \( p \) is defined as:

\[
D_{KL}(P || Q) = \int_{-\infty}^{\infty} p(x) \log \frac{p(x)}{q(x)} \, dx.
\]

For two multivariate normal distributions \( \mathcal{N}(\mu_1, \Sigma_1) \) and \( \mathcal{N}(\mu_2, \Sigma_2) \) with the same dimension \( k \), the Kullback-Leibler divergence from \( \mathcal{N}_2 \) to \( \mathcal{N}_1 \) is:

\[
D_{KL}(\mathcal{N}_1 || \mathcal{N}_2) = \frac{1}{2} \left( \text{tr}(\Sigma_1^{-1} \Sigma_2) + \log \left| \frac{\Sigma_2}{\Sigma_1} \right| + (\mu_2 - \mu_1)^T \Sigma_1^{-1} (\mu_2 - \mu_1) - k \right).
\]

The algorithm of model error estimation (Algorithm 2) in generation \( g \) computes Kullback-Leibler divergence from a CMA-estimated multivariate normal distribution \( \mathcal{N}(\hat{y}, v_{\text{cma}}^{(g)}) \) w.r.t. fitness values \( y \) to a CMA-estimated multivariate normal distribution \( \mathcal{N}(\hat{y}, v_{\text{cma}}^{(g)}) \) w.r.t. predicted values \( \hat{y} \). Procedure cma_update in steps 7 and 8 refers to one iteration of the CMA-ES from the point when a new population has been sampled. The result is normalized by the historical maximum (step 13).

**Adjusting the number of model generations**
The number of consecutive model generations \( g_m \) is updated by Algorithm 3. The history of surrogate model errors \( \epsilon \) is exponentially smoothed with a rate \( r_{\epsilon} \) (step 1). The error is truncated at a threshold \( \epsilon_T \) so that resulting \( g_m = g_m^{\text{max}} \) for all values \( \epsilon \geq \epsilon_T \) (step 3). We consider two different transfer functions \( T_1, T_2 : [0, 1] \rightarrow [0, 1] \) (plotted in Figure 1) that scale the error into the admissible interval \([0, g_m^{\text{max}}]\):

\[
T_1(x) = x
\]

\[
T_2(x; k) = \frac{(x - \frac{1}{2}) (1 + \frac{1}{k})}{2 (x - \frac{1}{2}) + \frac{1}{2}} + \frac{1}{2}, k > 0.
\]
Algorithm 3 Updating the number of model generations

Input: $\varepsilon$ (estimation of surrogate model error, $\varepsilon \in [0,1]$)
$\varepsilon_T \in [0,1]$ (a threshold at which the error is truncated to 1)
$\gamma$: $[0,1] \rightarrow [0,1]$ (transfer function)
$r_u$ (error update rate)
$\varepsilon_{last}$ (model error from the previous iteration)
$g_{m}^{\text{max}}$ (upper bound for admissible number of model generations)

1: $\varepsilon \leftarrow (1-r_u)\varepsilon_{last} + r_u \varepsilon$ \{exponential smoothing\}
2: $\varepsilon_{last} \leftarrow \varepsilon$
3: $\varepsilon \leftarrow \frac{1}{\varepsilon_T} \min\{\varepsilon, \varepsilon_T\}$ \{truncation to 1\}
4: $g_m \leftarrow \text{round}(\gamma(1-\varepsilon)g_{m}^{\text{max}})$ \{scaling into the admissible interval\}

Output: $g_m$ – updated number of model-evaluated generations

Both functions are defined on $[0,1]$, moreover, $T_i(0) = 0$ and $T_i(1) = 1$ for $i = 1, 2$. Transfer function $T_2$ is a simple sigmoid function defined to be slightly less sensitive near the edges than in the middle. More control can thus be achieved in the regions of low and high error values. The parameter $k$ determines the steepness of the sigmoid curve.

4 Experimental Setup

The proposed adaptive generation-based evolution control for the S-CMA-ES with three different surrogate model error measures is evaluated on the noiseless testbed of the COCO/BBOB (Comparing Continuous Optimizers / Black-Box Optimization Benchmarking) framework [7,8] and compared with the S-CMA-ES and CMA-ES.

Each function is defined everywhere on $\mathbb{R}^D$ and has its optimum in $[-5,5]^D$ for all dimensionalities $D \geq 2$. For every function and every dimensionality, 15 trials of the optimizer are run on independent instances, which differ in linear transformations of the $x$-space or shifts of the $f$-space. In our experiments, instances recommended for BBOB 2015 workshop, i.e., $\{1, \ldots, 5, 41, \ldots, 50\}$, were used. Each trial is terminated when the $f_{\text{opt}}$ is reached within a small tolerance $\Delta f_i = 10^{-8}$ or when a given budget of function evaluations, 250D in our case, is used up. Experiments were run for dimensionalities 2, 3, 5, 10 and 20. The algorithms’ settings are summarized in the following subsections.

4.1 CMA-ES

The CMA-ES results in BBOB format were downloaded from the BBOB 2010 workshop archive. The CMA-ES used in those experiments was in version 3.40.beta and utilized a restart strategy (known as IPOP-CMA-ES), where the population size is increased by factor IncPopSize after each restart [1]. The default parameter values employed in the CMA-ES are $\lambda = 4 + \lfloor 3 \log D \rfloor$, $\mu = \lfloor \frac{3}{2} \rfloor$, $\sigma_{\text{start}} = \frac{1}{8}$, IncPopSize = 2.

Table 1: Discretization of the A-S-CMA-ES parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Discretization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>$T_1$ (3), $T_2$ (4)</td>
</tr>
<tr>
<td>$\varepsilon_T$</td>
<td>0.5, 0.9</td>
</tr>
<tr>
<td>$g_m$</td>
<td>5, 10, 20</td>
</tr>
<tr>
<td>$r_u$</td>
<td>0.2, 0.5, 0.8</td>
</tr>
</tbody>
</table>

4.2 S-CMA-ES

The S-CMA-ES was tested with two numbers of model-evaluated generations, $g_m = 1$ (further denoted as “GP-1”) and $g_m = 5$ (“GP-5”). All other S-CMA-ES settings were left as described in [2]. In particular, the Mahalanobis distance was $r = 8$, the starting values $(\theta, l)$ of the Matérn covariance function $k^{\text{Matérn}}_{\gamma=5/2}$ were $(0.5, 2)$ and the starting value of the GP noise parameter $\sigma^2$ was 0.01. If not mentioned otherwise, the corresponding settings of adaptive versions of the S-CMA-ES are as just stated.

In order to find the most promising settings for each considered surrogate error measure, a factorial experiment was conducted on one half of the noiseless testbed, namely on functions $f_i$ for $i \in \{2, 3, 6, 8, 12, 13, 15, 17, 18, 21, 23, 24\}$. The discretization of continuous parameters $(\gamma, \varepsilon_T, g_{m}^{\text{max}}, r_u)$ is reported in Table 1. All possible combinations of the parameters were ranked on the 12 selected functions according to the lowest achieved $\Delta f_{\text{med}}$ (see Section 6) for different numbers of function evaluations $\#\text{FES}/D = 25, 50, 125, 250$. The best settings were chosen according to the highest sum of 1-st rank counts. Ties were resolved according to the lowest sum of ranks. All of the best settings included maximum model-evaluated generations $g_{m}^{\text{max}} = 5$. The remaining of the winning values are summarized in the following paragraphs.

Kendall correlation coefficient (ADA-Kendall) Transfer function $\gamma = T_2$, error threshold $\varepsilon_T = 0.5$ and update rate $r_u = 0.2$.

Ranking difference error (ADA-RD) The same, except transfer function was $\gamma = T_1$.

Kullback-Leibler divergence (ADA-KL) Transfer function $\gamma = T_2$, error threshold $\varepsilon_T = 0.9$ and update rate $r_u = 0.5$.

5 CPU Timing

In order to assess computational costs other than the number of function evaluations, we calculate CPU timing per
function evaluation for each algorithm and each dimensionality. Each experiment was divided into jobs by dimensionalities, functions and instances. All jobs were run in a single thread on the Czech national grid MetaCentrum. The average time per function evaluation for each algorithm and each tested dimensionality is summarized in Table 2.

### 6 Results

We test the difference in algorithms' convergence for significance on the whole noiseless testbed with the non-parametric Friedman test [3]. The algorithms are ranked on each BBOB function with respect to medians of log-scaled minimal distance $\Delta f$ from the function optimum, denoted as $\Delta f^{\text{med}}$, at a fixed budget of function evaluations.

To account for different optimization scenarios, the test is conducted separately for all considered dimensionalities of the input space and two function evaluation budgets, a higher and a lower one. Let $\#\text{FE}_t$ be the smallest number of function evaluations at which at least one algorithm reached the target, i.e., satisfied $\Delta f^{\text{med}} \leq \Delta f_t$, or $\#\text{FE}_t = 250$D if the target has not been reached. We set the higher budget for the tests to $\#\text{FE}_t$ and the lower budget to $\#\text{FE}_t^3$.

Mean ranks from the Friedman test are given in Table 3. The critical value for the Friedman test is 2.29.

The mean ranks differ significantly for all tested scenarios except for both tested numbers of function evaluations in 2D and the higher tested number of function evaluations in 3D. Starting from 5D upwards, the lowest mean rank is achieved either by ADA-Kendall or ADA-RD at both tested #FEs.

In order to show pairwise differences, we perform a pairwise $N \times N$ comparison of the algorithms’ average ranks by the post-hoc Friedman test with the Bergmann-Hommel correction of the family-wise error [4] in cases when the null hypothesis of equal algorithms’ performance was rejected. To better illustrate algorithms differences, we also count the number of benchmark functions at which one algorithm achieved a higher rank than the other. The pairwise score and the statistical significance of the pairwise mean rank differences are reported in Table 4. In the post-hoc test, ADA-Kendall significantly outperforms both the CMA-ES and GP-5 in 10D and 20D. It also significantly outperforms GP-1 in 10D at the higher tested #FEs.

For illustration, the average control frequency given by the ratio of the number of total original-fitness-evaluated generations to the number of total model-evaluated generations in A-S-CMA-ES measured in 15 trials of each algorithm on $f_8$ in 20D.

Figure 2: Average control frequency (the ratio of the number of total original-fitness-evaluated generations to the number of total model-evaluated generations) in A-S-CMA-ES measured in 15 trials of each algorithm on $f_8$ in 20D.

7 Conclusion

In this paper, we implemented several modifications of the Surrogate CMA-ES (S-CMA-ES), an algorithm using generation-based evolution control in connection with GPs. We considered three measures of surrogate model error according to which an adequate number of upcoming model-evaluated generations could be estimated online. Three resulting algorithms were compared on the CO/COCO/BBOB framework with the S-CMA-ES parametrized by two different numbers of consecutive model-evaluated
Figure 3: Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension (FEvals/DIM) for all functions and subgroups in 20-D. The targets are chosen from $10^{-8,2}$ such that the best algorithm from BBOB 2009 just not reached them within a given budget of $k \times \text{DIM}$, with 31 different values of $k$ chosen equidistant in logscale within the interval $\{0.5, \ldots, 50\}$. The “best 2009” line corresponds to the best aRT observed during BBOB 2009 for each selected target.
Table 3: Mean ranks of the CMA-ES, the S-CMA-ES and all A-S-CMA-ES versions over the BBOB and the Iman-Davenport variant of the Friedman test for the 10 considered combinations of dimensionalities and evaluation budgets. The lowest value is highlighted in bold. Statistically significant results at the significance level $\alpha = 0.05$ are marked by an asterisk.

<table>
<thead>
<tr>
<th>Dim</th>
<th>2D</th>
<th>3D</th>
<th>5D</th>
<th>10D</th>
<th>20D</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/Fe</td>
<td>$\frac{1}{3}$</td>
<td>1</td>
<td>$\frac{1}{3}$</td>
<td>1</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>GP-1</td>
<td>3.39</td>
<td>3.94</td>
<td>4.21</td>
<td>3.62</td>
<td>3.92</td>
</tr>
<tr>
<td>GP-5</td>
<td>3.54</td>
<td>3.12</td>
<td>2.83</td>
<td>4.08</td>
<td>3.81</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>3.23</td>
<td>2.85</td>
<td>3.29</td>
<td>3.44</td>
<td>3.69</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>3.98</td>
<td>3.46</td>
<td>3.25</td>
<td>2.90</td>
<td>2.90</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>2.83</td>
<td>3.38</td>
<td>3.17</td>
<td>3.00</td>
<td>2.31</td>
</tr>
<tr>
<td>$F_F$</td>
<td>1.48</td>
<td>1.89</td>
<td>2.52*</td>
<td>1.67</td>
<td>4.47*</td>
</tr>
</tbody>
</table>

generations. Since the work on the adaptive extension is still in progress, the presented results summarize the performance of all compared algorithms on the whole BBOB framework or its function groups. We found two error measures, the Kendall rank correlation and the rank difference error, that significantly outperformed the S-CMA-ES used with a higher number of model-evaluated generations, especially in higher dimensionalities of the input space. However, both of these algorithms provided only a minor improvement of the S-CMA-ES used with a lower number of model-evaluated generations and in some tested scenarios fell behind both tested settings of the S-CMA-ES. An area for future research is the adjustment of other surrogate model parameters beside the control frequency, such as the number of the training points or the radius of the area from which they are selected.
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Table 4: A pairwise comparison of the algorithms in 2D, 3D, 5D, 10D and 20D over the BBOB for 2 different evaluation budgets. The comparison is based on medians over runs on 15 instances for each of all the 24 functions. The number of wins of \( i \)-th algorithm against \( j \)-th algorithm over all benchmark functions is given in \( i \)-th row and \( j \)-th column. The asterisk marks the row algorithm achieving a significantly lower value of the objective function than the column algorithm according to the Friedman post-hoc test with the Bergmann-Hommel correction at family-wise significance level \( \alpha = 0.05 \).

### 2D

<table>
<thead>
<tr>
<th></th>
<th>CMA-ES</th>
<th>GP-1</th>
<th>GP-5</th>
<th>ADA-KL</th>
<th>ADA-Ken</th>
<th>ADA-RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/FEs</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>—</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>GP-1</td>
<td>16</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>GP-5</td>
<td>13</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>14</td>
<td>17</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>13</td>
<td>14</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>17</td>
<td>15</td>
<td>15</td>
<td>9</td>
<td>12</td>
<td>17</td>
</tr>
</tbody>
</table>

### 3D

<table>
<thead>
<tr>
<th></th>
<th>CMA-ES</th>
<th>GP-1</th>
<th>GP-5</th>
<th>ADA-KL</th>
<th>ADA-Ken</th>
<th>ADA-RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/FEs</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>—</td>
<td>9</td>
<td>13</td>
<td>8</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>GP-1</td>
<td>13</td>
<td>15</td>
<td>14</td>
<td>7</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>GP-5</td>
<td>17</td>
<td>11</td>
<td>10</td>
<td>15</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>16</td>
<td>14</td>
<td>13</td>
<td>9</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>15</td>
<td>15</td>
<td>17</td>
<td>11</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>17</td>
<td>16</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>—</td>
</tr>
</tbody>
</table>

### 5D

<table>
<thead>
<tr>
<th></th>
<th>CMA-ES</th>
<th>GP-1</th>
<th>GP-5</th>
<th>ADA-KL</th>
<th>ADA-Ken</th>
<th>ADA-RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/FEs</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>—</td>
<td>8</td>
<td>11</td>
<td>14</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>GP-1</td>
<td>16</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>GP-5</td>
<td>13</td>
<td>10</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>13</td>
<td>10</td>
<td>13</td>
<td>14</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>17</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>—</td>
<td>10</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>22*</td>
<td>16</td>
<td>21*</td>
<td>16*</td>
<td>14</td>
<td>—</td>
</tr>
</tbody>
</table>

### 10D

<table>
<thead>
<tr>
<th></th>
<th>CMA-ES</th>
<th>GP-1</th>
<th>GP-5</th>
<th>ADA-KL</th>
<th>ADA-Ken</th>
<th>ADA-RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/FEs</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>—</td>
<td>7</td>
<td>13</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GP-1</td>
<td>17</td>
<td>12</td>
<td>15</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>GP-5</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>14</td>
<td>10</td>
<td>10</td>
<td>16</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>23*</td>
<td>20*</td>
<td>18*</td>
<td>16*</td>
<td>—</td>
<td>13</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>24*</td>
<td>20*</td>
<td>19*</td>
<td>15*</td>
<td>11</td>
<td>—</td>
</tr>
</tbody>
</table>

### 20D

<table>
<thead>
<tr>
<th></th>
<th>CMA-ES</th>
<th>GP-1</th>
<th>GP-5</th>
<th>ADA-KL</th>
<th>ADA-Ken</th>
<th>ADA-RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FEs/FEs</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>—</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>GP-1</td>
<td>17</td>
<td>19</td>
<td>14</td>
<td>12</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>GP-5</td>
<td>13</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>ADA-KL</td>
<td>15</td>
<td>11</td>
<td>8</td>
<td>20</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>ADA-Ken</td>
<td>20*</td>
<td>21*</td>
<td>18*</td>
<td>15</td>
<td>—</td>
<td>17</td>
</tr>
<tr>
<td>ADA-RD</td>
<td>21</td>
<td>19*</td>
<td>15</td>
<td>11</td>
<td>7</td>
<td>—</td>
</tr>
</tbody>
</table>
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Abstract: In application domains where there exists a large amount of unlabelled data but obtaining labels is expensive, active learning is a useful way to select which data should be labelled. In addition to its traditional successful use in classification and regression tasks, active learning has been also applied to sequence labelling. According to the standard active learning approach, sequences for which the labelling would be the most informative should be labelled. However, labelling the entire sequence may be inefficient as for some of its parts, the labels can be predicted using a model. Labelling such parts brings only a little new information. Therefore in this paper, we investigate a sequence labelling approach in which in the sequence selected for labelling, the labels of most tokens are predicted by a model and only tokens that the model can not predict with sufficient confidence are labelled. Those tokens are identified using the k-best Viterbi algorithm.

1 Introduction

Hidden Markov models (HMMs) and conditional random fields (CRFs) are very popular models in sequence labelling tasks such as handwriting recognition, speech recognition, DNA analysis, video analysis, information extraction or natural language processing (NLP). They achieve good results if a high quality and fully annotated dataset is available. Unfortunately, in these tasks, obtaining labels for data may be expensive. The annotation cost is a motivation for using active learning. Active learning usually begins with a small labelled set $\mathcal{L}$ and in each iteration, the most informative instance of an unlabeled set $\mathcal{U}$ is chosen, annotated by an oracle and added to the set $\mathcal{L}$. The model is retrained using the extended set $\mathcal{L}$ and the whole process repeats till a stopping criterion is met. This approach is valuable in tasks where unlabeled data are easily available but obtaining their labels is expensive. In this case, it aims at achieving higher accuracy with minimal cost.

Nevertheless, labelling long sequences can be troublesome, in particular for a human annotator who is prone to create labels of lower quality. To address the problem, we can combine active learning with semi-supervised learning. Semi-supervised active learning in sequence labelling means that a model labels those parts of a sequence that are easy to predict and let the annotator to focus only on parts of sequences that are the most uncertain.

In this paper, we propose a semi-supervised active learning approach that uses the k-best Viterbi algorithm to detect candidates for manual labelling. The proposed approach was experimentally evaluated on an NLP task, part-of-speech tagging.

In the second section, we provide an overview of related work in active and semi-supervised learning. The third section recalls some basics of hidden Markov models that are necessary for understanding of the proposed approach which is introduced in the fourth section. An experiment description, its result and analysis are given in the fifth section. The paper is concluded by a discussion of the results and possible future work.

2 Related work

While active learning has been studied for classification and regression tasks [1], less attention has been given to the task of sequence labelling. Despite this, the most of the algorithms developed for the task of classification can also be adapted for the task of sequence labelling [2].

Active learning can be applied in three different scenarios: pool-based sampling, stream-based selective sampling and membership query synthesis. The most commonly used scenario is pool-based sampling originally proposed in [3]. It has been studied for many real-world problem domains with sequence labelling included. For example, speech recognition [4], information retrieval [5] or named entity recognition [6]. The main idea of pool-based active learning is using a query strategy framework to find the most informative sample (sequence) from the unlabeled set (pool) of samples. This selected sample is annotated and added to the labelled set. The model is retrained, and the whole process repeats. The second scenario, stream-based selective sampling, is also possible to use in sequence labeling [7] but it is used less commonly. The difference against pool-based sampling is that samples are coming in a stream and the framework decides to annotate the sample or to discard it. The discarded samples are never later used in training. The main idea of the third scenario, membership query synthesis, is that a learner can query any unlabeled instance, usually generated de novo.
Active learning can use one of six different query strategy frameworks [1]. The most commonly used frameworks are Uncertainty Sampling [8] and Query-by-Committee [9]. Uncertainty Sampling selects sample in which the model is least confident. Query-by-Committee maintains a committee of predictors, and the sample on which the predictors disagree most regarding their predictions is considered to be the most informative. Other query strategies applicable to sequences are Expected Gradient Length, Information Density, Fisher Information and Future Error Reduction [2]. The Future Error Reduction framework is not commonly used due to its high computational complexity.

Semi-supervised learning methods were developed with the same motivation of a partly unlabeled dataset. Self-Training is a commonly used technique where the predictor is firstly trained on a small labelled dataset and then used to annotate data. The most confident labels are added to the training set, and the predictor is retrained. Self-training has found application in several tasks of natural language processing [10, 11, 12]. Another technique, Co-training, is a multi-learner algorithm where learners have independent, complementary features of the data-set and produce labelled examples separately [13]. Semi-supervised learning was also applied to sequence modelling tasks [14, 15].

In tasks where a large amount of labelled data is required (for example, NLP tasks), the semi-supervised learning does not perform well due to the propagation of many tagging errors through the learning dataset. The problem of the data pollution was partially solved in [16], where a human was put into training loop to correct labelled examples. However, correction of labelled data can be time-consuming and is similar to labelling the data from scratch. To address the problem, a semi-supervised active learning which does not need any human inspection was proposed in [17]. The approach uses active learning to find the most informative sequences. The model labels the most informative sequences and uses a marginal probability of each sequence token to decide if the prediction is confident. The method contains two parameters, a delay of running semi-supervised approach and a confidence threshold. A proper setting of parameters is necessary to achieve the desired results.

Inspired by the semi-supervised method in [17], we proposed a method that does not need the confidence threshold parameter due to using the k-best Viterbi paths.

3 Preliminaries

In the paper, we focus on a task of part of speech tagging. For the simplicity, our approach is shown by means of HMM but can be extended to CRF as well. In this section, the principles of an HMM will be recalled.

3.1 Hidden Markov Models

With each HMM, a random process indexed by time is connected, which is assumed to be in exactly one of a set of \( N \) distinct states at any time. At regularly spaced discrete times, the system changes its state according to probabilities of transitions between states. The time steps associated with time changes are denoted \( t = 1, 2, 3, \ldots \). The actual state at a time step \( t \) is denoted \( q_t \).

The process itself is assumed to be a first-order Markov chain which is described as a matrix of transition probabilities \( A = \{ a_{ij} \} \), defined

\[
a_{ij} = P(q_t = y_j | q_{t-1} = y_i), \quad 1 \leq i, j \leq N. \tag{1}
\]

A simple observable Markov chain is too restrictive to describe the reality. However, it can be extended. Denoting \( Y \) the variable recording the states of the Markov chain, an HMM is obtained through completing \( Y \) with a random variable \( X \). In the context of that HMM, \( X \) is called `observable variable’ or `output variable’, whereas \( Y \) is called `hidden variable’. The hidden variable \( Y \) takes values in the set \( \{ y_1, y_2, \ldots, y_N \} \) and the observable variable \( X \) takes values in a set \( \{ x_1, x_2, \ldots, x_M \} \).

We assume to have an observation sequence \( O = o_1 o_2 \ldots o_T \) and a state sequence \( Q = q_1 q_2 \ldots q_T \) which corresponds to the observation sequence. HMM can be characterised using three probability distributions:

1. A state transition probability distribution \( A = \{ a_{ij} \} \).
2. A probability distribution of observable variables, \( B = \{ b_i(x_k) \} \), where \( b_i(x_k) \) is the probability of \( o_t \) assuming the value \( x_k \) if \( q_t \) is in the state \( y_i \) and it is defined

\[
b_i(k) = P(o_t = x_k | q_t = y_i). \tag{2}
\]
3. An initial state distribution \( \pi = \{ \pi_i \} \) is defined by

\[
\pi_i = P(q_1 = y_i).
\]

With these three elements, HMM is fully defined and denoted \( \theta = (A, B, \pi) \).

The parameters of an HMM can be learned either in a semi-supervised way with the Baum-Welch algorithm [18] or in a fully-supervised way with the maximum-likelihood estimation (MLE). In the fully-supervised way, values of both observable and hidden variables are known.

In the MLE, we assume a training set \( D = \{ (o^1, q^1), \ldots, (o^n, q^n) \} \) of a size \( n \) whose elements are independent. The MLE consists in taking those parameters \( \theta^* \) that maximize the probability of the training set:

\[
\theta^* = \text{argmax}_\theta P(D | \theta). \tag{3}
\]

Due to (1) and (2), the probability in (3) turns to:

\[
P(D | \theta) = \prod_{i,j} a_{ij} \prod_k [b_i(k)]^{E_i(k)} \sum_j a_{ij} = 1, \sum_k b_i(k) = 1
\]
where $T_{i,j}$ stands for number of transitions from state $y_i$ to state $y_j$ in the training set and $E_i(k)$ stands for number of emissions of value $x_j$ in state $y_i$. Then, parameters $A$ and $B$ can be obtained by following formulas:

$$a_{i,j} = \frac{T_{i,j} + r_{i,j}}{\sum_{j'}(T_{i,j'} + r_{i,j'})} \quad \text{and} \quad b_{j}(k) = \frac{E_i(k) + r_j(k)}{\sum_{j'}(E_i(k') + r_j(k'))},$$

where $r_j$ and $r_j(k)$ are our prior beliefs. The prior beliefs are used in the case of an insufficiently large data set, where the estimate would lead to zero probabilities of events which never occurred in $D$.

To simplify the notation, we define variables $\alpha$ and $\beta$ as follows:

$$\alpha_t(i) = p(o_1, \ldots, o_t, q_t = y_i|\theta), \quad (5)$$

$$\beta_t(i) = p(o_{t+1}, \ldots, o_T, q_T = y_i|\theta). \quad (6)$$

These variables are computed using the following forward-backward algorithm [18]:

$$\alpha_t(i) = \pi_i b_1(o_1),$$

$$\alpha_t(i) = \left( \sum_{j=1}^N \alpha_t(j) a_{j,i} \right) b_j(o_{t+1}),$$

respectively,

$$\beta_T(i) = 1,$$

$$\beta_t(i) = \sum_{j=1}^N a_{i,j} \beta_{t+1}(j).$$

### 3.2 Marginal probability

Once, the model is learned, it can be used for the prediction of a sequence of hidden states given an observable sequence. In the task of finding the most likely states sequence, it is possible to find the sequence that maximises the expected number of correctly assigned states. From (5) follows that the marginal probability of being in a specific state $i$ at a particular time $t$ is:

$$\gamma_t(i) = \frac{\alpha_t(i) \beta_t(i)}{\sum_{j=1}^N \alpha_t(j) \beta_t(j)}. \quad (7)$$

Then, maximising the expected number of correctly assigned states can be achieved through applying $q_t = \arg\max_{i \in Y} \gamma_t(y_i)$ to the whole sequence. However, the approach can find a sequence with very low or even zero probability in case the sequence is not feasible.

### 3.3 Viterbi algorithm

Viterbi algorithm is a dynamic programming algorithm that finds the most likely state sequence as a whole by maximising $P(Q,O|\theta)$. It gradually counts the maximal probability of the state chain from its beginning till the state in time $t$ with the state $q_t$ being $y_i$, represented by a variable $\delta_t(i) = \max_{q_1, \ldots, q_{t-1}} P(q_1, \ldots, q_t = y_i, q_{t-1}, \ldots, q_1)$. The algorithm is initialized as follows:

$$\delta_t(i) = \pi_i b_1(o_1), \quad (8)$$

and for each $2 \leq t \leq T$ and each $y_i$, from $Y$, the algorithm calculates the variable $\delta_t(i)$:

$$\delta_t(i) = \max_{1 \leq j \leq N} \delta_{t-1}(y_j) a_{i,j} b_j(o_t). \quad (9)$$

In each time $t$ and for each node $i$, the algorithm stores the link to one of all predecessor nodes with which it forms the best path. These links are stored in the additional two-dimensional array $\psi_t(i)$, where:

$$\psi_t(i) = 0, \quad \psi_t(i) = \arg\max_{1 \leq j \leq N} \delta_{t-1}(j) a_{j,i} b_j(o_t).$$

The probability of the most probable sequence can be found by $\max_1 q_1 \epsilon Y \delta_T(i)$ and the most probable state path $Q^* = (q_1^*, q_2^*, \ldots, q_T^*)$ can be found by backtracking:

$q_1^* = \arg\max_{1 \leq t \leq N} \delta_t(i),$

$q_t^* = \psi_t+1(q_T^+1).$

The Viterbi algorithm has a similar structure as the forward-backward algorithm, and both have complexity $O(N^2T)$.

### 4 Proposed approach

Our proposed approach is an adaptation of the semi-supervised active learning method (SeSAL), originally proposed in [17]. Both SeSAL and our adaptation are based on a standard fully-supervised active learning algorithm (FuSAL). The concept of FuSAL algorithm is described by pseudocode in Algorithm 1.

An utility function $\phi_d(x)$ represents an informativeness of the sample $x$ given the model $M$. In the algorithm, any utility function can be used to find the most informative sequence [2].

In the SeSAL, the most informative instance is annotated by a model $M$ and only the tokens whose predicted labels have a confidence smaller than a given threshold are given to a human annotator (oracle). Finding the optimal threshold value is an optimisation task minimising the dataset pollution and the number of queried labels. If the threshold is too high, a human annotates labels in which the model is well confident. On the other hand, if the threshold is too low, the algorithm accepts incorrectly labelled tokens which may result in a polluted training set.

In the SeSAL, they use a parameter called delay that represents a number of iterations of the FuSAL before the algorithm is switched to SeSAL. This helps to avoid producing errors coming from incorrect labels comming from an insufficiently converged model.
Algorithm 1 FuSAL algorithm

Given:
\( L \): set of labeled examples
\( U \): set of unlabeled examples
\( \phi_M \): utility function

Algorithm:
1: while stopping criterion is not met do
2: learn model \( M \) from \( L \)
3: for all \( x_i \in U. u_i \leftarrow \phi_M(x_i) \)
4: select \( x^* = \arg \max_{x_i} u_i \)
5: query an oracle for labels \( y \) of \( x^* \)
6: remove \( x^* \) from \( U \)
7: insert \( < x^*, y > \) into \( L \)
8: end while

In our approach, the confidence of labels is replaced by calculating the \( k \) best Viterbi paths to find tokens where predictions of the model differ in the \( k \) most likely sequences. The number of paths affects the behaviour of the algorithm, however, we assume this parameter to be less data dependent than confidence threshold. We call the approach \( k \)-best Viterbi SeSAL. The pseudocode of it is described in Algorithm (2).

Algorithm 2 k-best Viterbi SeSAL algorithm

Given:
\( L \): set of labeled examples
\( U \): set of unlabeled examples
\( \phi_M \): utility function
\( k \): number of paths

Algorithm:
1: while stopping criterion is not met do
2: learn model \( M \) from \( L \)
3: for all \( x_i \in U. u_i \leftarrow \phi_M(x_i) \)
4: select \( x^* = \arg \max_{x_i} u_i \)
5: find the \( k \) best Viterbi paths \( \{v_1, \ldots, v_k\} \)
6: for \( t \) in length\( (x^*) \) do
7: \( v_i(t) \) for all \( i = 1, \ldots, k \) are equal \( \text{then} \)
8: label \( x^*(t) \) with \( y(t) = v_1(t) \)
9: \( \text{else} \)
10: query an oracle for a label \( y(t) \) of \( x^*(t) \)
11: end if
12: end for
13: remove \( x^* \) from \( U \)
14: insert \( < x^*, y > \) into \( L \)
15: end while

The proposed approach uses the approach from the FuSAL active learning framework to find the most informative instance (lines 2-4). Then, the semi-supervised learning is applied in order to label the instance. The algorithm computes the \( k \) best Viterbi sequences that are used to detect not likely labels (line 5).

The Viterbi algorithm described in section 3.3 provides only one best sequence. To produce \( k \) best sequences it is not enough to store only one best label per node. The simplest way how to modify Viterbi algorithm is to store up to \( k \) best predecessors that can form \( k \) best sequences. Unfortunately, with this modification, the algorithm has the computational complexity of \( O(kTN^2) \). This computational overload can be lowered by the iterative Viterbi \( A^* \) algorithm which has the complexity of \( O(T + kT) \) in the best case and \( O(TN^2 + kTN) \) in the worst case [19].

With the \( k \)-best Viterbi paths found, the algorithm loops through the decoding (lines 6-12). The label is accepted only if all sequences produced it. Otherwise, a human annotator (oracle) is called to label the instance.

5 Experiment and results

In this section, we describe an experiment used for the evaluation of the proposed method. The method is evaluated on an NLP task called part-of-speech tagging (POS). The input to the POS is a set of meaningful sentences. The output is a set of tag sequences, one tag for each word. Word classes (noun, verb, adjective, etc.) or their derivatives are the most often used tagsets. The number of tags is not limited.

POS is a difficult task for two reasons. First, the number of possible words in the text can be very high, and it may contain words that occur rarely. Second, some words can have assigned several tags, and to find the correct tag, the context of the sentence is needed. CRFs can take a wide context into account and thus is the most commonly used in the POS. However, though it is impossible to take a wide context into account in HMM, it is a sufficiently good performing model for our experiment.

In our experiment, we used data from the Natural language toolkit [20], which provides data for many NLP tasks such as POS, chunking, entity recognition, information extraction, etc. A few statistics for the employed benchmark datasets are provided in Table 1. Each dataset contains its proper tagset and a simplified tagset with 12 tags representing ten basic word classes, a dot and the rest.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#sentences</th>
<th>#words</th>
<th>#tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>57340</td>
<td>56057</td>
<td>472</td>
</tr>
<tr>
<td>CoNLL2000</td>
<td>10948</td>
<td>21589</td>
<td>44</td>
</tr>
<tr>
<td>Treebank</td>
<td>3914</td>
<td>12408</td>
<td>46</td>
</tr>
</tbody>
</table>

In order to compare the datasets, HMMs were trained using supervised learning on the full dataset with all labels available. Accuracy and the \( F_1 \) score measures were used for the performance comparison. The performance was measured for both the original tagset (Acc 1 and \( F \)-score 1) and the simplified tagset (Acc 2 and \( F \)-score 2). The data was randomly split into training and testing sets in a 7:3 ratio. The performance of the supervised learning is shown in Table 2. Due to the results in the table, we consider
HMM to be sufficiently well performing in the experiment. The worse F-score in the case of Brown dataset with all tags is caused an approximately ten times higher number of possible hidden values.

Table 2: Prediction performance learned on the full dataset. Training and testing data were randomly split in a 7:3 ratio. Acc 1 and F-score 1 represent results based on all tags, whereas, Acc 2 and F-score represent results based on simplified tags.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Acc 1</th>
<th>Acc 2</th>
<th>F-score 1</th>
<th>F-score 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>.9245</td>
<td>.9572</td>
<td>.9250</td>
<td>.9245</td>
</tr>
<tr>
<td>Conll2000</td>
<td>.9508</td>
<td>.9546</td>
<td>.9080</td>
<td>.9408</td>
</tr>
<tr>
<td>Treebank</td>
<td>.9189</td>
<td>.9307</td>
<td>.8205</td>
<td>.9291</td>
</tr>
</tbody>
</table>

5.1 Experimental setup

For most of the experiments we used the following settings. In the base model, HMM, tags were considered to be hidden state values and words were considered to be observable variable values. The parameters of the model were estimated using MLE. To handle words that have not occurred in the training set, we added uniformly distributed pseudo-counts to both matrices $A$ and $B$. Prior beliefs were set to be uniformly distributed, therefore, each word has the probability of $1/|\text{words}|$.

In order to simulate a standard situation in active learning, the original dataset was randomly split into training and testing sets in a 7:3 ratio and then, the training set was randomly split into labelled and unlabeled sets in a 3:7 ratio.

In each iteration of the experiment, the most informative instance was selected, annotated and put into the labelled training set. As most informative were considered instances maximizing the employed one of the following four uncertainty measures:

- least confidence
  \[ \phi_{LC}(x) = 1 - P(y^*_1|x; \theta), \]
- margin
  \[ \phi_M(x) = -(P(y^*_1|x; \theta) - P(y^*_2|x; \theta)), \]
- total token entropy
  \[ \phi_{TE}(x) = - \sum_{t=1}^{T} \sum_{n=1}^{N} P(y_t = n|x; \theta) \log P(y_t = n|x; \theta), \]
- k-best sequences entropy
  \[ \phi_{SE}(x) = - \sum_{j \in V} P(j|x; \theta) \log P(j|x; \theta), \]

where $V$ is set of $k$-best Viterbi sequences and $y^*_j$ is the $k$-th most probable sequence of labels. The behaviour of different uncertainty measures is investigated in the experiment in Section 5.2.

After finding them most informative sequence, semi-supervised learning was applied. The sequence was labelled according to Algorithm 2. The algorithm has one parameter, the number of $k$ best sequences. The effect of the parameter on the performance of the proposed approach is described in the experiment in Section 5.3.

5.2 Uncertainty measure

At first, we study effects of uncertainty measures on the proposed method. The measures were evaluated on the TreeBank dataset with 30% labeled instances. The parameter $k$ was set to 100.

The experiment has shown that the computational complexity of the k-best sequence entropy measure and the margin measure is too high for practical usage due to the calculation of the k best Viterbi paths (two best Viterbi paths respectively) for each unlabeled instance. Moreover, active learning that uses as a measure the k-best sequences entropy had a tendency to choose short sentences. In that case, active learning had a lower accuracy than the random sampling method.

The computational complexity of least confident and total token entropy measures were reasonable even for datasets with a big number of unlabeled samples. The performance comparison is shown in Figures 1 and 2. According to the experiment results, FuSAL with the least confident measure achieved higher accuracy after 50 iterations. However, the total token entropy measure achieved the certain level of accuracy in less queried tokens which can be preferable for some tasks.

Taking into account the computational complexity of the methods, the least confidence measure is used in the rest of the experiment.

5.3 Parameter settings

In semi-supervised learning, a well performing model is crucial to produce good quality labels. In SeSAL algorithm, the parameter delay controls how many iterations of FuSAL algorithm is used before semi-supervised approach is applied. The goal of this experiment was an analysis of the relationship between the parameter delay and the parameter $k$. Since the proposed method does not use the delay parameter, it has been simulated using datasets with a different number of labelled samples. The experiment was evaluated on the biggest dataset, Brown, with three initial settings a) 10% of labelled samples, b) 30% of labelled samples, c) 60% of labelled samples.

It has been shown that the value of the parameter $k$ is highly correlated with the number of labelled samples in the dataset. In the dataset with 10% of labelled samples, the high value of the parameter $k$ has shown to be crucial
to reduce the number of errors propagated to the training dataset (Figure 3). With increasing number of labelled samples, a high value of the parameter k becomes less effective. In Figure 4 the difference between parameter k=100 and k=200 almost vanished. Moreover, regarding the number of queried labels, the settings k=100 becomes more efficient (Figure 5). The same trend was also observed in the case where 60% of instances were labelled.

Figure 1: Comparison of the least confident measure (LC) and the total token entropy measure (TE) for different numbers of queries in connection with FuSAL and Viterbi SeSAL.

Figure 2: Comparison of the least confident measure (LC) and the total token entropy measure (TE) for different numbers of queries in connection with FuSAL and Viterbi SeSAL.

Figure 3: An accuracy regarding a number of queried sentences where 10% of the training set is labeled

Figure 4: An accuracy regarding a number of queried sentences where 30% of the training set is labeled

Figure 5: An accuracy regarding a number of queried tokens where 30% of the training set is labeled
5.4 Number of queried tokens and errors propagation

The parameter \( k \) affects the number of queried tokens and the number of errors propagated to the learning set. The optimal setting of the parameter minimises both. The experiment in this section analyses the relationship between tokens and errors.

One should consider the number of labelled samples in setting of the parameter \( k \). In the case of less labelled samples, the parameter \( k \) should be set to a higher number to avoid production of errors (Figure 6). After several iterations, when the base model is more accurate, higher values of parameter \( k \) become less effective (Figure 7).

However, even with an almost labelled dataset and the settings \( k = 200 \) we were not able to avoid errors in labelling. From all 2402 annotated tokens, 57 were annotated wrongly. We consider the complicated control of an acceptable error rate as one of the biggest disadvantages of the proposed method.

5.5 Comparison with other methods

To evaluate the performance of the proposed method in comparison with other methods an accuracy was measured regarding the number of queried sentences and the number of queried tokens. Furthermore, the number of errors propagated to the learning set was measured. All experiments were evaluated on the Brown dataset with the simplified tagset.

The SeSAL with uncertainty threshold and the proposed method can be compared only if the parameters are set such that the methods produce an approximately same number of errors. In the experiment, confidence threshold was set to 0.48 and parameter of the number of paths \( k \) was set to 100.

As expected, the FuSAL method achieved the highest accuracy because all labels were annotated manually, thus correctly. In the number of queried tokens, Viterbi SeSAL achieved bigger accuracy in more queried tokens (Figure 8). The explanation can be seen in Figure 9 where the number of errors and the number of queried tokens was measured. In the given settings, the number of errors propagated to the learning set was lower in Viterbi SeSAL at the expense of the number of queried tokens. Although, after several iterations, the error rate of the proposed method has been lower than in the SeSAL method.

6 Conclusion and future work

We proposed a semi-supervised active learning method that is easy to setup for the sequence labelling and is suf-
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Figure 9: The number of queried tokens (solid line) and the number of errors (dashed line) over the number of queries.

sufficiently well performing in comparison with the semi-supervised active learning method that use an uncertainty threshold and a marginal probability. The proposed method uses k best Viterbi paths to find the tokens in which the model is not sufficiently confident.

The number of errors, the number of queried tokens and the computational complexity are controlled by the parameter k. In order to reduce the number of errors propagated to the labelling set, the parameter k should be set as high as it is reasonable in terms of the computational time. The computational complexity of k-best Viterbi path algorithm can be partially reduced using iterative Viterbi A* algorithm. In addition to a high computation complexity, a complicated control of the number of propagated errors is disadvantage of the proposed method.

An area for further research is the exploration of Co-training in combination with the Query-by-Committee active learning framework where both approaches consider several different views of the data. Furthermore, the semi-supervised active learning method that can be applied to both probabilistic and deterministic sequential models should be more studied to find a general solution for them.
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Abstract: This paper compares traditional averages-based model with other various age estimation models in the range from the simplest to the advanced ones, and introduces novel Tabular Constrained Multiple-linear Regression (TCMLR) model. This TCMLR model has similar complexity as traditional averages-based model (it can be evaluated manually), but improves the mean absolute error in average about 0.30 years (approx. 3.6 months) for males, and 0.18 years (approx. 2.2 months) for females, respectively. For all models, the chronological age of an individual is estimated from mineralization stages of dentition. This study was based on a sample of 976 orthopantomographs taken of 662 boys and 314 girls of Czech nationality aged between 2.7 and 20.5 years.

1 Introduction

For age estimation of children and adolescents one of the most stable markers for age estimation is the development of dentition. There are various limitations for age estimation from dental remains, for review see [1, 2]. There are various methods for calculating the age of an individual from mineralization stages of dentition (e.g.[3–5]) which are traditional, easy to use and provide a decent level of accuracy. A number of authors developed modifications of these methods in order to increase the accuracy, adjust the tables for specific populations or to develop a more complex approach (e.g. [6–8]). The goal of this paper is to investigate the question if sophisticated methods provide an improvement of results at such level that they are worth engaging in forensic practice.

2 Material and Methods

The study sample consists of 662 boys and 314 girls of Czech nationality with the age distribution as shown by histograms in the Figure 1.

Development of each tooth was divided into 14 sub-stages, and each stage was assigned a numerical value ranging from 1 to 14 [3]. “Initial cusp formation” was denoted as stage 1, the “Coalescence of cusps” as stage 2 and so forth until the last stage “Apical closure complete” as stage 14. Stage 0 was used when no data was available. Table 1 summarizes tooth development stages.

Table 1: Tooth development stages

<table>
<thead>
<tr>
<th>Meaning</th>
<th>Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>single-rooted teeth</td>
</tr>
<tr>
<td>Initial cusp formation</td>
<td>1</td>
</tr>
<tr>
<td>Coalescence of cusps</td>
<td>2</td>
</tr>
<tr>
<td>Cusp outline complete</td>
<td>3</td>
</tr>
<tr>
<td>Crown  ⅓ complete</td>
<td>4</td>
</tr>
<tr>
<td>Crown ⅔ complete</td>
<td>5</td>
</tr>
<tr>
<td>Crown complete</td>
<td>6</td>
</tr>
<tr>
<td>Initial root formation</td>
<td>7</td>
</tr>
<tr>
<td>Initial cleft formation</td>
<td>–</td>
</tr>
<tr>
<td>Root length ⅓</td>
<td>8</td>
</tr>
<tr>
<td>Root length ⅔</td>
<td>9</td>
</tr>
<tr>
<td>Root length complete</td>
<td>10</td>
</tr>
<tr>
<td>Root length complete</td>
<td>11</td>
</tr>
<tr>
<td>Apex ⅓ closed</td>
<td>12</td>
</tr>
<tr>
<td>Apical closure complete</td>
<td>13</td>
</tr>
</tbody>
</table>

Figure 2 illustrates development stages for single-rooted and multi-rooted teeth, as well as, the position of single-rooted and multi-rooted teeth in maxilla and mandible.

The correlation matrix is visualized in Figure 3 for males and in Figure 4 for females, respectively. The first row/column represents chronological age, the subsequent 16 rows/columns represent left and right teeth coming from mandible; and next subsequent 16 rows/columns represent left and right teeth coming from maxilla. The ordering of teeth is as follows: I1, I2, C, P1, P2, M1, M2 and M3. The minimum value in correlation matrix is 0.32 for males, and 0.61 for females. The correlation coefficient between chronological age and development stages of various teeth range from 0.71 to 0.93 for males,
and from 0.82 to 0.95 for females. From these matrices, we can observe strong correlation between corresponding left and right teeth for both mandible and maxilla, and tendency of higher correlation between neighboring teeth.

In the rest of the paper the subscript ‘d’ stands for mandible, ‘x’ for maxilla, ‘Sin’ for sinistra and ‘Dx’ for dexter. The correlation coefficient between development stage to the chronological age for the most correlated teeth for males is as follows: 

- $P_{2,x,Dx}: 0.93$, $P_{2,x,Sin}: 0.93$, $M_{2,x,Dx}: 0.92$, $M_{2,x,Sin}: 0.92$, $M_{2,d,Dx}: 0.92$, $P_{1,x,Dx}: 0.92$, $P_{1,x,Sin}: 0.92$, $M_{2,d,Sin}: 0.92$, $P_{2,d,Sin}: 0.89$, $P_{1,d,Dx}: 0.89$, $P_{2,d,Dx}: 0.89$ and $P_{1,d,Sin}: 0.89$. Similarly, for females:
- $M_{2,x,Dx}: 0.95$, $P_{2,x,Dx}: 0.95$, $P_{2,x,Sin}: 0.95$, $P_{1,x,Dx}: 0.95$, $P_{1,x,Sin}: 0.95$, $P_{1,d,Dx}: 0.95$, $P_{1,d,Sin}: 0.95$, $C_{x,Sin}: 0.94$, $C_{d,Dx}: 0.94$, $P_{2,d,Sin}: 0.94$, $M_{2,x,Sin}: 0.94$ and $P_{2,d,Dx}: 0.94$.

### 2.1 Investigated Methods without Transformation of Input Data

Here we describe investigated methods, which directly use tooth development stages as an input.

**Model #1:** Multiple linear regression model (MLR) [13] is based on a method that approximates dental age by a linear equation. In this model the collinear attributes were removed, and attribute selection using the Akaike information metric was used to remove attributes with the smallest standardized coefficient if this improves the final model.

**Model #2:** The Support Vector Machine (SVM) regression can be used to avoid difficulties of using linear functions in the high dimensional feature space. The nonlinear transformation that maps observations to a high-dimensional space is usually referenced as a kernel. For our analysis, a polynomial kernel with exponent set to 2.0 was used, and the value of $\varepsilon$ was set to 0.04.

**Model #3:** Multilayer perceptron (MLP) is a feedforward artificial neural network that consists of multiple layers of nodes with each layer connected to the next one [13]. In our analysis, a single hidden layer network was used, consisting of 16 nodes in the input layer (corresponding to the individual teeth), 8 neurons in the hidden layer and 1 neuron in the output layer. Backpropagation is used as the learning algorithm. Neurons in the hidden layer are all sigmoid, and the output neuron is an unthresholded linear unit.

**Model #4:** Radial Basis Function neural network (RBF) has similar topology to the previous MLP, but each node in the hidden layer is a normalized Gaussian radial basis function. It uses the k-means clustering algorithm to provide the basis functions. The minimum standard deviation for the clusters was set to 0.1 and the number of clusters was set to 20 for the merged dataset, 20 for males and 10 for females.

**Model #5:** Radial Basis Function neural network with BFGS method (RBF-BFGS) is similar to model #4. It
is trained in a fully supervised manner by WEKA’s Optimization class by minimizing squared error with the BFGS (Broyden–Fletcher–Goldfarb–Shanno) method.

**Model #6**: K-nearest neighbors (KNN) is a simple algorithm that stores all available data and estimates the output value of new observations based on a similarity measure. The brute force search algorithm is used to find the 10 nearest neighbors and Manhattan distance is used to measure the distance.

**Model #7**: KStar is, similarly to KNN, an instance-based classifier which differs in using an entropy-based distance function. The distance function reflects the complexity of transforming an instance into another one. Using entropic distance as a metric has a number of benefits including handling of real valued attributes and missing values.

**Model #8**: Regression tree (RepTree in Weka) is a non-parametric supervised learning method which builds regression model in the form of a tree structure.

**Model #9**: M5P Tree is similar to the previous regression tree model #8. The main difference is that leaves do not provide a piecewise constant function (one specific value at each leaf) but rather various MLR models as discussed above (see model #1) reflecting tooth age estimation capabilities in various age ranges.

### 2.2 Investigated Methods with Transformation of Input Data

The tooth development stage represents an ordinal categorical variable with a nonlinear monotonic relationship to the dental age of an individual. Therefore, we also examined the possibility of replacing tooth development stages by the representative median (or average) age before creating the model. The median (or average) age was computed from all individuals of representative population who have the same mineralization stage for the same tooth type. This potentially eliminates the nonlinear relationship and transforms the tooth development stage into a ratio-scaled continuous variable. Models using this transformation are referred as “tabular”.

**Model #10**: Tabular model based on age averages, e.g. [3, 12], is a widely-used classical method of age estimation in forensic practice because of its simplicity. The model uses tables containing the average age of all individuals from a representative population who have an equally developed specific tooth type. These tables can be found e.g. in Smith [12]. Age estimation of unknown individual is realized by estimating the developmental stage of each available tooth from an X-ray image, looking up the age for each estimated stage in the tables and computing the average value of age. This means that each tooth has the same contribution/weight for the final age estimation.

**Model #11**: Tabular model based on age medians could be considered as an alternative to model #10, where the only difference is that medians are used instead of age averages.

**Model #12**: Tabular constrained multiple linear regression model (TCMLR) is similar to MLR (model #1) but uses the transformation of input data as described above and only non-negative coefficients. For this model, we compare two versions – version A and version B. In the version A, the collinear attributes were removed and a greedy method was used for the attribute selection using the Akaike information metric. Moreover, the teeth producing negative coefficients in the created model were simply not included. This guarantees the ordering of the model outputs with respect of increasing tooth development stages – i.e. higher development stage results in higher estimated age. In the version B, we use the algorithm implemented in Matlab by lsqnonneg, which is a function designed to solve non-negative least-squares problem and it is based on algorithm described in [16].

**Other models**, namely Model #13 – #20, use the transformation of input data into median age as described above and are based on their non-tabular counterparts, e.g. tabular SVM is based on SVM, etc. Model #13 is realized in two versions – polynomial kernel with exponent equal to 1.0 and 2.0.

Data processing and analysis were performed using software tools Matlab [24] and Weka [25]. The mean absolute error and root mean squared error for all presented models (#1 – #20) was estimated by using 5-fold cross-validation, where the models are completely build upon the training set and no information from the testing set is involved during the training phase. Hyperparameters of used models were tuned on the training set only.

### 3 Comparison of Considered Models

A comparison of the considered models by using 5-fold cross-validation for males and females is shown in Table 2, where MAE means mean absolute error and RMS means root mean squared error. All presented models produce the estimated age of an individual as an output. The table is ordered in four categories from the simplest models at the top (dental age can be easily estimated) to the most complex models at the bottom (almost impossible to evaluate the model without computer). The comparison shows that the conventional model based on age averages (#10) fails in terms of age estimation accuracy. Significantly better results provide the Tabular multiple linear regression model (#12), M5P tree model (#9), tabular M5P tree model (#20) and tabular Support Vector Machine with first-order polynomial kernel (#13), which has similar complexity as baseline model #10 (all models are user-friendly). The mean absolute error for all these models is under 0.7 years and root mean squared error is about 0.9 years. The model #9
estimates the age directly from the teeth development stages (tree model is built upon this information), whereas the models #12, #13 (with first-order polynomial kernel) and #20 in the first step replace each tooth development stage by median age. This eliminates the nonlinearity between development stage and chronological age and allows for great reduction of the generated M5P tree in the model #20, which in fact collapses (after pruning) into just one leaf. Therefore, the model #20 has become principally equivalent to model #12. This indicates that in this case it is fully sufficient to build only one tabular multiple linear regression model for the whole age range of the studied population. Slightly better accuracy provide RBF neural network with BFGS (#5), tabular RBF neural network with BFGS (#16), Tabular Support Vector Machine (#13), K-nearest neighbors (#6), tabular K-nearest neighbors (#17), KStar (#7) and tabular KStar model (#18). Nevertheless, these models are almost impossible to evaluate without help of computer and models #6, #17, #7 and #18 include entire data set of all 976 orthopantomographs (data set is integral part of these models).

In the Figure 5 and Figure 6 is illustrated the model performance of tabular multiple linear regression model, version A – Model #12. This model provide acceptable accuracy while being user-friendly. Comparing to the traditional age estimation model #10, the mean squared error is reduced about 0.3 years for males, and 0.18 years for females, respectively.

4 Description of Selected Model

We have chosen TCMLR model with non-negative coefficients (model #12, version A) as the best candidate for application in forensic praxis. This model is easy to use and provides sufficient age estimation accuracy. Tabular M5P tree model #20 provides almost identical results because in this case M5P tree has degraded into just one leaf, and thus it is similar to model #12. TSVM model with exp=1.0 provides slightly better performance. However, negative coefficients appearing in this TSVM model cause undesirable side effects — the more the corresponding tooth is developed, the more the estimated age is decreased. This can be in contrast with expected behavior of the dental age estimation model in praxis.
Comparing to a traditional averages-based model (#10), TCMLR model follows the similar procedure, however instead of computing the average from partial age estimations corresponding to each individual tooth (this corresponds to multiplying by constant $k_i = 1/16 = 0.0625$ for all $i=1, 2, ...,16$), it uses multiple-linear equation with non-negative coefficients (1) or (2) to estimate dental age of individual.

$$Age_{males} = 0.08M_1 + 0.27M_2 + 0.13M_3 + 0.33P_1 +$$
$$+ 0.21M_2 + 0.20M_3 - 1.04,$$

(1)

$$Age_{females} = 0.24P_1 + 0.16M_2 + 0.13I_3 + 0.18C_1 +$$
$$+ 0.11P_1 + 0.09M_1 + 0.15M_3 - 0.53,$$

(2)

where the average value between sinister and dexter was used for calculation. For instance $M_1 = (M_{1d, Sin} + M_{1d, Dext})/2$. The value of corresponding median age in dependency of tooth development stage can be found in Tab. 3, Tab. 4, Tab. 5 and Tab. 6. These tables are obtained from our study sample and weighted smoothing was used to capture the relationship between tooth development and median age. Values in the brackets were computed by the extrapolation of the existing data.

### 4.1 Rules for Replacing Missing Values

In the case when all required teeth by equation (1) or (2) are not available – $M_{1d}, M_{2d}, M_{3d}, P_2, M_{2}, M_{3}$ for males and $P_1, M_{2d}, I_1, C_1, P_1, M_{1}, M_{2}$ for females, the transformation as described in Sec. 2.2 allows for simple rules for replacing missing values. In that case, the missing value can be simply estimated as an average from available data (corresponding median age from all available teeth).

### 5 Conclusion

In this paper, we compared various age estimation models. The main aim was to explore whether popular data
mining methods provide significantly better results over the traditional method based on age averages. The results show that most of the complex data mining methods included in this study (they can be evaluated only by using computer) can improve the mean absolute error in average about 0.32 years (approx. 3.8 months) for males, and 0.18 years (approx. 2.2 months) for females, comparing to traditional model used in forensic praxis. However, the similar accuracy provide simple linear models, for instance, TCMLR model has lower accuracy only about 0.03 years (11 days) for males. Moreover, the simplicity of TCMLR model is a great benefit for real application in forensic praxis. Results of this paper also indicate that instead of using tooth development stages as ordinal categorical variable it is better to replace them by ratio-scaled continuous variable (median age) before creating the model. This eliminates nonlinear input-output relationships and allows for achieving higher model accuracy by using simple linear models. Moreover, this transformation helps to introduce simple rules for replacing missing values – no need to estimate development stage of missing tooth, but the average of median ages corresponding to available teeth can be used.
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Abstract: Deep neural networks have become the state-of-the-art methods in many fields of machine learning recently. Still, there is no easy way how to choose a network architecture which can significantly influence the network performance.

This work is a step towards an automatic architecture design. We propose an algorithm for an optimization of a network architecture based on evolution strategies. The algorithm is inspired by and designed directly for the Keras library [3] which is one of the most common implementations of deep neural networks.

The proposed algorithm is tested on MNIST data set and the prediction of air pollution based on sensor measurements, and it is compared to several fixed architectures and support vector regression.

1 Introduction

Deep neural networks (DNN) have become the state-of-the-art methods in many fields of machine learning in recent years. They have been applied to various problems, including image recognition, speech recognition, and natural language processing [8, 10].

Deep neural networks are feed-forward neural networks with multiple hidden layers between the input and output layer. The layers typically have different units depending on the task at hand. Among the units, there are traditional perceptrons, where each unit (neuron) realizes a nonlinear function, such as the sigmoid function, or the rectified linear unit (ReLU).

While the learning of weights of the deep neural network is done by algorithms based on the stochastic gradient descent, the choice of architecture, including a number and sizes of layers, and a type of activation function, is done manually by the user. However, the choice of architecture has an important impact on the performance of the DNN. Some kind of expertise is needed, and usually a trial and error method is used in practice.

In this work we exploit a fully automatic design of deep neural networks. We investigate the use of evolution strategies for evolution of a DNN architecture. There are not many studies on evolution of DNN since such approach has very high computational requirements. To keep the search space as small as possible, we simplify our model focusing on implementation of DNN in the Keras library [3] that is a widely used tool for practical applications of DNNs.

The proposed algorithm is evaluated both on benchmark and real-life data sets. As the benchmark data we use the MNIST data set that is classification of handwritten digits. The real data set is from the area of sensor networks for air pollution monitoring. The data came from De Vito et al [21, 5] and are described in detail in Section 5.1.

The paper is organized as follows. Section 2 brings an overview of related work. Section 3 briefly describes the main ideas of our approach. In Section 4 our algorithm based on evolution strategies is described. Section 5 summarizes the results of our experiments. Finally, Section 6 brings conclusion.

2 Related Work

Neuroevolution techniques have been applied successfully for various machine learning problems [6]. In classical neuroevolution, no gradient descent is involved, both architecture and weights undergo the evolutionary process. However, because of large computational requirements the applications are limited to small networks.

There were quite many attempts on architecture optimization via evolutionary process (e.g. [19, 1]) in previous decades. Successful evolutionary techniques evolving the structure of feed-forward and recurrent neural networks include NEAT [18], HyperNEAT [17] and CoSyNE [7] algorithms.

On the other hand, studies dealing with evolution of deep neural networks and convolutional networks started to emerge only very recently. The training of one DNN usually requires hours or days of computing time, quite often utilizing GPU processors for speedup. Naturally, the evolutionary techniques requiring thousands of training trials were not considered a feasible choice. Nevertheless, there are several approaches to reduce the overall complexity of neuroevolution for DNN. Still due to limited computational resources, the studies usually focus only on parts of network design.

For example, in [12] CMA-ES is used to optimize hyperparameters of DNNs. In [9] the unsupervised convolutional networks for vision-based reinforcement learning are studied, the structure of CNN is held fixed and only a small recurrent controller is evolved. However, the recent paper [16] presents a simple distributed evolutionary strategy that is used to train relatively large recurrent network with competitive results on reinforcement learning tasks.

In [14] automated method for optimizing deep learning architectures through evolution is proposed, extending ex-
existing neuroevolution methods. Authors of [4] sketch a genetic approach for evolving a deep autoencoder network enhancing the sparsity of the synapses by means of special operators. Finally, the paper [13] presents two version of an evolutionary and co-evolutionary algorithm for design of DNN with various transfer functions.

3 Our Approach

In our approach we use evolution strategies to search for optimal architecture of DNN, while the weights are learned by gradient based technique.

The main idea of our approach is to keep the search space as small as possible, therefore the architecture specification is simplified. It directly follows the implementation of DNN in Keras library, where networks are defined layer by layer, each layer fully connected with the next layer. A layer is specified by number of neurons, type of an activation function (all neurons in one layer have the same type of an activation function), and type of regularization (such as dropout).

In this paper, we work only with fully connected feed-forward neural networks, but the approach can be further modified to include also convolutional layers. Then the architecture specification would also contain type of layer (dense or convolutional) and in case of convolutional layer size of the filter.

4 Evolution Strategies for DNN Design

Evolution strategies (ES) were proposed for work with real-valued vectors representing parameters of complex optimization problems [2]. In the illustration algorithm bellow we can see a simple ES working with \( n \) individuals in a population and generating \( m \) offspring by means of Gaussian mutation. The environmental selection has two traditional forms for evolution strategies. The so called \((n+m)\)-ES generates new generation by deterministically choosing \( n \) best individuals from the set of \((n+m)\) parents and offspring. The so called \((n,m)\)-ES generates new generation by selecting from \( m \) new offspring (typically, \( m > n \)). The latter approach is considered more robust against local optima premature convergence.

Currently used evolution strategies may carry more meta-parameters of the problem in the individual than just a vector of mutation variances. A successful version of evolution strategies, the so-called covariance matrix adaptation ES (CMA-ES) [12] uses a clever strategy to approximate the full \( N \times N \) covariance matrix, thus representing a general \( N \)-dimensional normal distribution. Crossover operator is usually used within evolution strategies.

In our implementation \((n,m)\)-ES (see Alg. 1) is used. Offspring are generated using both mutation and crossover operators. Since our individuals are describing network topology, they are not vectors of real numbers. So our operators slightly differ from classical ES. The more detailed description follows.

### Algorithm 1 \((n,m)\)-Evolution strategy optimizing real-valued vector and utilizing adaptive variance for each parameter

```plaintext
procedure \((n,m)\)-ES
    \( t \leftarrow 0 \)
    Initialize population \( P_t \) \( n \) by randomly generated vectors \( \mathbf{x}_i = (x_{i1}, \ldots, x_{iN}, \sigma_{i1}, \ldots, \sigma_{iN}) \)
    Evaluate individuals in \( P_t \)
    while not terminating criterion do
        for \( i = 1, \ldots, m \) do
            choose randomly a parent \( \mathbf{x}_i \),
            generate an offspring \( \mathbf{y}_i \) by Gaussian mutation:
            for \( j = 1, \ldots, N \) do
                \( \sigma_j' \leftarrow \sigma_j \cdot (1 + \alpha \cdot N(0,1)) \)
                \( x_{ij}' \leftarrow x_{ij} + \sigma_j' \cdot N(0,1) \)
            end for
            insert \( \mathbf{y}_i \) to offspring candidate population \( P_t' \)
        end for
        Deterministically choose \( P_{t+1} \) as \( n \) best individuals from \( P_t' \)
        Discard \( P_t \) and \( P_t' \)
        \( t \leftarrow t + 1 \)
    end while
end procedure
```

#### 4.1 Individuals

Individuals are coding feed-forward neural networks implemented as Keras model **Sequential**. The model implemented as **Sequential** is built layer by layer, similarly an individual consists of blocks representing individual layers.

\[
I = ( [\text{size}_1, \text{drop}_1, \text{act}_1, \sigma_{1\text{size}}, \sigma_{1\text{drop}}], \ldots, [\text{size}_H, \text{drop}_H, \text{act}_H, \sigma_{H\text{size}}, \sigma_{H\text{drop}}] ),
\]

where \( H \) is the number of hidden layers, \( \text{size}_i \) is the number of neurons in corresponding layer that is dense (fully connected) layer, \( \text{drop}_i \) is the dropout rate (zero value represents no dropout), \( \text{act}_i \in \{\text{relu}, \text{tanh}, \text{sigmoid}, \text{hard sigmoid}, \text{linear}\} \) stands for activation function, and \( \sigma_{\text{size}} \) and \( \sigma_{\text{drop}} \) are strategy coefficients corresponding to size and dropout.

So far, we work only with dense layers, but the individual can be further generalized to work with convolutional layers as well. Also other types of regularization can be considered, we are limited to dropout for the first experiments.

#### 4.2 Crossover

The operator **crossover** combines two parent individuals and produces two offspring individuals. It is implemented...
as one-point crossover, where the cross-point is on the border of a block.

Let two parents be

\[ I_{p1} = (B_{p1}^1, \ldots, B_{p1}^k) \]
\[ I_{p2} = (B_{p2}^1, \ldots, B_{p2}^l) \]

then the crossover produces offspring

\[ I_{o1} = (B_{p1}^1, \ldots, B_{p1}^{cp_1}, B_{p2}^{cp_1+1}, \ldots, B_{p2}^l) \]
\[ I_{o2} = (B_{p2}^1, \ldots, B_{p2}^{cp_2}, B_{p1}^{cp_2+1}, \ldots, B_{p1}^l) \]

where \( cp_1 \in \{1, \ldots, k - 1\} \) and \( cp_2 \in \{1, \ldots, l - 1\} \).

### 4.3 Mutation

The operator mutation brings random changes to an individual. Each time an individual is mutated, one of the following mutation operators is randomly chosen:

- **mutateLayer** - introduces random changes to one randomly selected layer. One of the following operators is randomly chosen:
  - changeLayerSize - the number of neurons is changed. Gaussian mutation is used, adapting strategy parameters \( \sigma^{layer} \), the final number is rounded (since size has to be integer).
  - changeDropOut - the dropout rate is changed using Gaussian mutation adapting strategy parameters \( \sigma^{drop} \).
  - changeActivation - the activation function is changed, randomly chosen from the list of available activations.

- **addLayer** - one randomly generated block is inserted at random position.

- **delLayer** - one randomly selected block is deleted.

Note, that the ES like mutation comes in play only when size of layer or dropout parameter is changed. Otherwise the strategy parameters are ignored.

### 4.4 Fitness

Fitness function should reflect a quality of the network represented by an individual. To assess the generalization ability of the network represented by the individual we use a crossvalidation error. The lower the crossvalidation error, the higher the fitness of the individual.

Classical k-fold crossvalidation is used, i.e. the training set is split into k-folds and each time one fold is used for testing and the rest for training. The mean error on the testing set over k run is evaluated.

The mean squared error is used as an error function:

\[ E = 100 \frac{1}{N} \sum_{i=1}^{N} (f(x_i) - y_i)^2, \]

where \( T = (x_1, y_1), \ldots, (x_N, y_N) \) is the actual testing set and \( f \) is the function represented by the learned network.

### 4.5 Selection

The tournament selection is used, i.e. each turn of the tournament \( k \) individuals are selected at random and the one with the highest fitness, in our case the one with the lowest crossvalidation error, is selected.

Our implementation of the proposed algorithm is available at [20].

### 5 Experiments

#### 5.1 Data Set

For the first experiment we used real-world data from the application area of sensor networks for air pollution monitoring [21, 5], for the second experiment the well known MNIST data set [11].

The sensor data contain tens of thousands measurements of gas multi-sensor MOX array devices recording concentrations of several gas pollutants collocated with a conventional air pollution monitoring station that provides labels for the data. The data are recorded in 1 hour intervals, and there is quite a large number of gaps due to sensor malfunctions. For our experiments we have chosen data from the interval of March 10, 2004 to April 4, 2005, taking into account each hour where records with missing values were omitted. There are altogether 5 sensors as inputs and 5 target output values representing concentrations of CO, NO\(_2\), NO\(_x\), C6H6, and NMHC.

The whole time period is divided into five intervals. Then, only one interval is used for training, the rest is utilized for testing. We considered five different choices of the training part selection. This task may be quite difficult, since the prediction is performed also in different parts of the year than the learning, e.g. the model trained on data obtained during winter may perform worse during summer (as was suggested by experts in the application area).

Table 1 brings overview of data sets sizes. All tasks have 8 input values (five sensors, temperature, absolute and relative humidity) and 1 output (predicted value). All values are normalized between \((0, 1)\).

<table>
<thead>
<tr>
<th>Task</th>
<th>train set</th>
<th>test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>1469</td>
<td>5875</td>
</tr>
<tr>
<td>NO(_2)</td>
<td>1479</td>
<td>5914</td>
</tr>
<tr>
<td>NO(_x)</td>
<td>1480</td>
<td>5916</td>
</tr>
<tr>
<td>C6H6</td>
<td>1799</td>
<td>7192</td>
</tr>
<tr>
<td>NMHC</td>
<td>178</td>
<td>709</td>
</tr>
</tbody>
</table>

The MNIST data set contains 70 000 images of handwritten digits, 28 \( \times \) 28 pixel each (see Fig. 1). 60 000 are used for training, 10 000 for testing.
5.2 Setup

For the sensor data the proposed algorithm was run for 100 generations for each data set, with \( n = 10 \) and \( m = 30 \). During fitness function evaluation the network weights are trained by RMSprop (one of the standard algorithms) for 500 epochs. Besides the ES classical GA was implemented and run on sensor data with same fitness function.

For the MNIST data set, the algorithm was run for 30 generations, with \( n = 5 \) and \( m = 10 \), for fitness evaluation the RMSprop was run for 20 epochs.

When the best individual is obtained, the corresponding network is built and trained on the whole training set and evaluated on the test set.

5.3 Results

The resulting testing errors obtained by GA and ES in the first experiment are listed in Table 3. There are average, standard deviation, minimum and maximum errors over 10 computations. The performance of ES over GA is slightly better, the ES achieved lower errors in 15 cases, GA in 11 cases.

Table 4 compares ES testing errors to results obtained by support vector regression (SVR) with linear, RBF, polynomial, and sigmoid kernel function. SVR was trained using Scikit-learn library [15], hyperparameters were found using grid search and crossvalidation.

The ES outperforms the SVR, it found best results in 17 cases.

Finally, Table 5 compares the testing error of evolved network to error of three fixed architectures (for example 30-10-1 stands for 2 hidden layers of 30 and 10 neurons, one neuron in output layers, ReLU activation is used and dropout 0.2). The evolved network achieved the most (10) best results.

Since this task does not have much training samples, also the networks evolved are quite small. The typical evolved network had one hidden layer of about 70 neurons, dropout rate 0.2 and ReLU activation function.

The second experiment was the classification of MNIST letters. As a baseline architecture was taken the one from Keras examples, i.e. network with two hidden layers of 512 ReLU units each, both with dropout 0.2. This network has a fairly good performance. It was trained 10 times and the results are listed in Table 2, together with results obtained by the evolved network.

The evolved network had also two hidden layers, first with 736 ReLU units and dropout parameter 0.09, the second with 471 hard sigmoid units and dropout 0.2. The ES found a competitive result, the evolved network achieved better accuracy than the baseline model.

6 Conclusion

We have proposed an algorithm for automatic design of DNNs based on evolution strategies. The algorithm was tested in experiments on the real-life sensor data set and MNIST dataset of handwritten digits. On sensor data set, the solutions found by our algorithm outperforms SVR and selected fixed architectures. The activation function dominating in solutions is the ReLU function. For the MNIST data set, the network with ReLU and hard sigmoid units was found, outperforming the baseline solution. We have shown that our algorithm is able to found competitive solutions.

The main limitation of the algorithm is the time complexity. One direction of our future work is to try to lower the number of fitness evaluations using surrogate modeling or to use asynchronous evolution.

Also we plan to extend the algorithm to work also with convolutional networks and to include more parameters, such as other types of regularization, the type of optimization algorithm, etc.

The gradient based optimization algorithm depends significantly on the random initialization of weights. One way to overcome this is to combine the evolution of weights and gradient based local search that is another possibility of future work.

Acknowledgment

This work was partially supported by the Czech Grant Agency grant 15-18108S and institutional support of the Institute of Computer Science RVO 67985807.

Access to computing and storage facilities owned by parties and projects contributing to the National Grid Infrastructure MetaCentrum provided under the programme "Projects of Large Research, Development, and Innovations Infrastructures" (CESNET LM2015042), is greatly appreciated.
Table 3: Errors on test set for networks found by GA and ES. The average, standard deviation, minimum and maximum of 10 evaluations of the learning algorithm are listed.

<table>
<thead>
<tr>
<th></th>
<th>GA</th>
<th></th>
<th>ES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>std</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>CO part1</td>
<td>0.209</td>
<td>0.014</td>
<td>0.188</td>
<td>0.236</td>
</tr>
<tr>
<td>CO part2</td>
<td>0.801</td>
<td>0.135</td>
<td>0.600</td>
<td>1.048</td>
</tr>
<tr>
<td>CO part3</td>
<td>0.266</td>
<td>0.029</td>
<td>0.222</td>
<td>0.309</td>
</tr>
<tr>
<td>CO part4</td>
<td>0.404</td>
<td>0.226</td>
<td>0.186</td>
<td>0.865</td>
</tr>
<tr>
<td>CO part5</td>
<td>0.246</td>
<td>0.024</td>
<td>0.207</td>
<td>0.286</td>
</tr>
<tr>
<td>NOx part1</td>
<td>2.201</td>
<td>0.131</td>
<td>1.994</td>
<td>2.506</td>
</tr>
<tr>
<td>NOx part2</td>
<td>1.705</td>
<td>0.284</td>
<td>1.239</td>
<td>2.282</td>
</tr>
<tr>
<td>NOx part3</td>
<td>1.238</td>
<td>0.163</td>
<td>0.982</td>
<td>1.533</td>
</tr>
<tr>
<td>NOx part4</td>
<td>1.490</td>
<td>0.173</td>
<td>1.174</td>
<td>1.835</td>
</tr>
<tr>
<td>NOx part5</td>
<td>0.551</td>
<td>0.052</td>
<td>0.456</td>
<td>0.642</td>
</tr>
<tr>
<td>NO2 part1</td>
<td>1.697</td>
<td>0.266</td>
<td>1.202</td>
<td>2.210</td>
</tr>
<tr>
<td>NO2 part2</td>
<td>2.009</td>
<td>0.415</td>
<td>1.326</td>
<td>2.944</td>
</tr>
<tr>
<td>NO2 part3</td>
<td>0.593</td>
<td>0.082</td>
<td>0.532</td>
<td>0.815</td>
</tr>
<tr>
<td>NO2 part4</td>
<td>0.737</td>
<td>0.023</td>
<td>0.706</td>
<td>0.776</td>
</tr>
<tr>
<td>NO2 part5</td>
<td>1.265</td>
<td>0.158</td>
<td>1.054</td>
<td>1.580</td>
</tr>
<tr>
<td>C6H6 part1</td>
<td>0.013</td>
<td>0.005</td>
<td>0.006</td>
<td>0.024</td>
</tr>
<tr>
<td>C6H6 part2</td>
<td>0.039</td>
<td>0.015</td>
<td>0.025</td>
<td>0.079</td>
</tr>
<tr>
<td>C6H6 part3</td>
<td>0.019</td>
<td>0.011</td>
<td>0.009</td>
<td>0.041</td>
</tr>
<tr>
<td>C6H6 part4</td>
<td>0.030</td>
<td>0.015</td>
<td>0.014</td>
<td>0.061</td>
</tr>
<tr>
<td>C6H6 part5</td>
<td>0.017</td>
<td>0.015</td>
<td>0.004</td>
<td>0.051</td>
</tr>
<tr>
<td>NMHC part1</td>
<td>1.719</td>
<td>0.168</td>
<td>1.412</td>
<td>2.000</td>
</tr>
<tr>
<td>NMHC part2</td>
<td>0.623</td>
<td>0.164</td>
<td>0.446</td>
<td>1.047</td>
</tr>
<tr>
<td>NMHC part3</td>
<td>1.144</td>
<td>0.181</td>
<td>0.912</td>
<td>1.472</td>
</tr>
<tr>
<td>NMHC part4</td>
<td>1.220</td>
<td>0.206</td>
<td>0.994</td>
<td>1.563</td>
</tr>
<tr>
<td>NMHC part5</td>
<td>1.222</td>
<td>0.126</td>
<td>1.055</td>
<td>1.447</td>
</tr>
</tbody>
</table>
Table 4: Test errors for evolved network and SVR with different kernel functions. For the evolved network the average, standard deviation, minimum and maximum of 10 evaluations of learning algorithm are listed.

<table>
<thead>
<tr>
<th>Task</th>
<th>Evolved network</th>
<th>SVR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>std</td>
</tr>
<tr>
<td>CO_part1</td>
<td>0.229</td>
<td>0.026</td>
</tr>
<tr>
<td>CO_part2</td>
<td>0.657</td>
<td>0.024</td>
</tr>
<tr>
<td>CO_part3</td>
<td><strong>0.256</strong></td>
<td>0.045</td>
</tr>
<tr>
<td>CO_part4</td>
<td><strong>0.526</strong></td>
<td>0.108</td>
</tr>
<tr>
<td>CO_part5</td>
<td>0.235</td>
<td>0.025</td>
</tr>
<tr>
<td>NOx_part1</td>
<td>2.132</td>
<td>0.086</td>
</tr>
<tr>
<td>NOx_part2</td>
<td>1.599</td>
<td>0.077</td>
</tr>
<tr>
<td>NOx_part3</td>
<td>1.339</td>
<td>0.242</td>
</tr>
<tr>
<td>NOx_part4</td>
<td>1.610</td>
<td>0.164</td>
</tr>
<tr>
<td>NOx_part5</td>
<td><strong>0.622</strong></td>
<td>0.075</td>
</tr>
<tr>
<td>NO2_part1</td>
<td><strong>1.506</strong></td>
<td>0.217</td>
</tr>
<tr>
<td>NO2_part2</td>
<td><strong>1.371</strong></td>
<td>0.048</td>
</tr>
<tr>
<td>NO2_part3</td>
<td><strong>0.660</strong></td>
<td>0.078</td>
</tr>
<tr>
<td>NO2_part4</td>
<td><strong>0.782</strong></td>
<td>0.043</td>
</tr>
<tr>
<td>NO2_part5</td>
<td><strong>0.730</strong></td>
<td>0.111</td>
</tr>
<tr>
<td>C6H6_part1</td>
<td><strong>0.013</strong></td>
<td>0.004</td>
</tr>
<tr>
<td>C6H6_part2</td>
<td><strong>0.034</strong></td>
<td>0.010</td>
</tr>
<tr>
<td>C6H6_part3</td>
<td><strong>0.048</strong></td>
<td>0.015</td>
</tr>
<tr>
<td>C6H6_part4</td>
<td><strong>0.020</strong></td>
<td>0.010</td>
</tr>
<tr>
<td>C6H6_part5</td>
<td><strong>0.027</strong></td>
<td>0.011</td>
</tr>
<tr>
<td>NMHC_part1</td>
<td>1.685</td>
<td>0.256</td>
</tr>
<tr>
<td>NMHC_part2</td>
<td><strong>0.713</strong></td>
<td>0.097</td>
</tr>
<tr>
<td>NMHC_part3</td>
<td><strong>1.097</strong></td>
<td>0.270</td>
</tr>
<tr>
<td>NMHC_part4</td>
<td><strong>1.099</strong></td>
<td>0.166</td>
</tr>
<tr>
<td>NMHC_part5</td>
<td>1.023</td>
<td>0.050</td>
</tr>
</tbody>
</table>

17  2  2  4
68%  8%  8%  16%
Table 5: Test errors for evolved network and three selected fixed architectures.

<table>
<thead>
<tr>
<th>Task</th>
<th>Evolved network</th>
<th>50-1</th>
<th>30-10-1</th>
<th>30-10-30-1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>std</td>
<td>avg</td>
<td>std</td>
</tr>
<tr>
<td>CO_part1</td>
<td>0.229</td>
<td>0.026</td>
<td>0.230</td>
<td>0.032</td>
</tr>
<tr>
<td>CO_part2</td>
<td>0.657</td>
<td>0.024</td>
<td>0.861</td>
<td>0.136</td>
</tr>
<tr>
<td>CO_part3</td>
<td>0.256</td>
<td>0.045</td>
<td>0.261</td>
<td>0.040</td>
</tr>
<tr>
<td>CO_part4</td>
<td>0.526</td>
<td>0.108</td>
<td>0.621</td>
<td>0.279</td>
</tr>
<tr>
<td>CO_part5</td>
<td>0.235</td>
<td>0.025</td>
<td>0.283</td>
<td>0.072</td>
</tr>
<tr>
<td>NOx_part1</td>
<td>2.132</td>
<td>0.086</td>
<td>2.158</td>
<td>0.203</td>
</tr>
<tr>
<td>NOx_part2</td>
<td>1.599</td>
<td>0.077</td>
<td>1.799</td>
<td>0.313</td>
</tr>
<tr>
<td>NOx_part3</td>
<td>1.339</td>
<td>0.242</td>
<td>1.077</td>
<td>0.125</td>
</tr>
<tr>
<td>NOx_part4</td>
<td>1.610</td>
<td>0.164</td>
<td>1.303</td>
<td>0.208</td>
</tr>
<tr>
<td>NOx_part5</td>
<td>0.622</td>
<td>0.075</td>
<td>0.644</td>
<td>0.075</td>
</tr>
<tr>
<td>NO2_part1</td>
<td>1.506</td>
<td>0.217</td>
<td>1.659</td>
<td>0.250</td>
</tr>
<tr>
<td>NO2_part2</td>
<td>1.371</td>
<td>0.048</td>
<td>1.762</td>
<td>0.237</td>
</tr>
<tr>
<td>NO2_part3</td>
<td>0.660</td>
<td>0.078</td>
<td>0.682</td>
<td>0.148</td>
</tr>
<tr>
<td>NO2_part4</td>
<td>0.782</td>
<td>0.043</td>
<td>1.109</td>
<td>0.923</td>
</tr>
<tr>
<td>NO2_part5</td>
<td>0.730</td>
<td>0.111</td>
<td>0.646</td>
<td>0.064</td>
</tr>
<tr>
<td>C6H6_part1</td>
<td>0.013</td>
<td>0.004</td>
<td>0.012</td>
<td>0.006</td>
</tr>
<tr>
<td>C6H6_part2</td>
<td>0.034</td>
<td>0.010</td>
<td>0.039</td>
<td>0.012</td>
</tr>
<tr>
<td>C6H6_part3</td>
<td>0.048</td>
<td>0.015</td>
<td>0.024</td>
<td>0.007</td>
</tr>
<tr>
<td>C6H6_part4</td>
<td>0.020</td>
<td>0.010</td>
<td>0.026</td>
<td>0.010</td>
</tr>
<tr>
<td>C6H6_part5</td>
<td>0.027</td>
<td>0.011</td>
<td>0.025</td>
<td>0.008</td>
</tr>
<tr>
<td>NMHC_part1</td>
<td>1.685</td>
<td>0.256</td>
<td>1.738</td>
<td>0.144</td>
</tr>
<tr>
<td>NMHC_part2</td>
<td>0.713</td>
<td>0.097</td>
<td>0.553</td>
<td>0.045</td>
</tr>
<tr>
<td>NMHC_part3</td>
<td>1.097</td>
<td>0.270</td>
<td>1.128</td>
<td>0.089</td>
</tr>
<tr>
<td>NMHC_part4</td>
<td>1.099</td>
<td>0.166</td>
<td>1.116</td>
<td>0.119</td>
</tr>
<tr>
<td>NMHC_part5</td>
<td>1.023</td>
<td>0.050</td>
<td>0.970</td>
<td>0.094</td>
</tr>
</tbody>
</table>

10  6  4  5
40% 24% 16% 20%
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Abstract: We propose to modify image inpainting technique based on F-transform for application dedicated to cartoon images. The images have typical features which are taken into consideration. These features make original algorithm ineffective, because of its isotropic nature. Proposed modification changes it to an anisotropic.

1 Introduction

Image restoration, in meaning of object removal or damage recovery, so called image inpainting, is challenging task in image processing. Let us consider input image I which contains unwanted pixels considered as a damage. In the process of image inpainting, the damaged area should be erased and replaced by some proper part of I. The selection of the proper part is crucial. One option is to choose square shaped patch and replace the damaged area by its copy. In that case, we are talking about patch-based image inpainting[1, 6, 7, 8]. In this paper, as well as in many others, we use principle of the techniques taking colors of the separated pixels in the close neighborhood of the damaged area to the consideration [2, 3, 4, 5].

Structure of the paper is as follows. Section 2 gives preliminaries including information about F-transform and details about its two types. Section 3 describes basics of the specific type of images used in this paper and Section 4 gives information about mathematical morphology. Detailed description of proposed technique is in Section 5 and conclusion is given in Section 6.

2 Preliminaries

Let us fix the following notation to use throughout the paper. Image I is a 2D vector function such as $I : [0, M] \times [0, N] \rightarrow [0, 255]^3$, where $[0, 255]^3$ stands for pixel intensities in three color channels. We denote $[0, M] = \{0, 1, 2, \ldots, M\}$, $[0, N] = \{0, 1, 2, \ldots, N\}$ and $[0, 255] = \{0, 1, 2, \ldots, 255\}$. Therefore, $M + 1$ is the image width and $N + 1$ is the image height. Image I is assumed to be partially defined: it is defined (known) on the area $\Phi$ and undefined (unknown, damaged) on the area $\Omega$. The border between these areas is denoted by $\delta \Omega$ and assumed to be unknown. It is assumed that $\Phi \cap \Omega = \emptyset$ and $\Phi \cup \Omega \cup \delta \Omega = [0, M] \times [0, N]$. Mask $S$ is a binary image where white pixels denote unknown area $\Omega + \delta \Omega$. The mask is created by user with respect to areas intended for deletion. The notation is illustrated in Fig. 1.

![Image](image.jpg)

Figure 1: a) Two areas where image $I$ is defined ($\Phi$) and undefined ($\Omega$); b) mask $S$.

We are focused on image restoration. By this we mean that pixels from $\Omega \cup \delta \Omega$ should be replaced by pixels from $\Phi$. The resulting image should make an impression that damage is not present.

2.1 $F^0$-Transform

Below, we recall the definition of a fuzzy partition [10]. Fuzzy sets $A_0, \ldots, A_m$ identified with their membership functions (basic functions) $A_0, \ldots, A_m : [0, M] \rightarrow [0, 1]$, establish a fuzzy partition of $[0, M]$ with nodes $0 = x_0 < x_1 < \cdots < x_m = M$ if the following conditions are fulfilled:

1) $A_k : [0, M] \rightarrow [0, 1], A_k(x_k) = 1$;
2) $A_k(x) = 0$ if $x \notin (x_{k-1}, x_{k+1})$, $k = 0, \ldots, m$;
3) $A_k(x)$ is continuous;
4) $A_k(x)$ strictly increase on $[x_{k-1}, x_k]$, $k = 1, \ldots, m$; and strictly decrease on $[x_k, x_{k+1}]$, $k = 1, \ldots, m$;
5) $\sum_{k=0}^m A_k(x) = 1$, $x \in [0, M]$.

We say that the fuzzy partition given by $A_0, \ldots, A_m$, is an $h$-uniform fuzzy partition if nodes $x_k = kh$, $k = 0, \ldots, m$, are equidistant, $h = M/m$ and two additional properties are met:

6) $A_k(x_k - x) = A_k(x_k + x)$, $x \in [0, h]$, $k = 0, \ldots, m$;
7) $A_k(x) = A_{k-1}(x - h)$, $k = 1, \ldots, m$, $x \in [x_{k-1}, x_{k+1}]$.

Parameter $h$ will be referred to as a radius.
Assume that fuzzy sets \(A_0, \ldots, A_m\) establish a fuzzy partition of \([0, M]\). The following vector of real numbers \(F^m[l] = (F^0_0, \ldots, F^m_0)\) is the (direct) discrete \(F\)-transform of \(I\) w.r.t. \(A_0, \ldots, A_m\) where the \(k\)-th component \(F^k_0\) is defined by

\[
F^k_0 = \sum_{x=0}^{M} A_k(x)I(x), \quad k = 0, \ldots, m. \tag{1}
\]

Let us introduce \(F\)-transform of a 2D grayscale image \(I\) that is considered as a function \(I : [0, M] \times [0, N] \rightarrow [0, 255]\).

Let \(A_0, \ldots, A_m\) and \(B_0, \ldots, B_n\) be basic functions, \(A_0, \ldots, A_m : [0, M] \rightarrow [0, 1] \) be fuzzy partition of \([0, M]\) and \(B_0, \ldots, B_n : [0, N] \rightarrow [0, 1]\) be fuzzy partition of \([0, N]\).

We say that the \(m \times n\)-matrix of real numbers \([F^0_{kl}]\) is called the (discrete) \(F\)-transform of \(I\) with respect to \(\{A_0, \ldots, A_m\}\) and \(\{B_0, \ldots, B_n\}\) if for all \(k = 0, \ldots, m, l = 0, \ldots, n,\)

\[
F^0_{kl} = \frac{\sum_{x=0}^{M} \sum_{y=0}^{N} I(x,y)A_k(x)B_l(y)}{\sum_{x=0}^{M} \sum_{y=0}^{N} A_k(x)B_l(y)}. \tag{2}
\]

The coefficients \(F^0_{kl}\) are called components of the \(F\)-transform.

### 2.2 \(F^1\)-Transform

In this section, we recall the (direct) \(F^1\)-transform as it has been presented in [11]. Let \(\{A_k \times B_l \mid k = 0, \ldots, m, l = 0, \ldots, n\}\) be a fuzzy partition of \([0, M] \times [0, N]\). \(L^1_2(A_k) \subseteq L^2_2(A_k)\) \((L^1_2(B_l) \subseteq L^2_2(B_l))\) be a linear span of the set consisting of two orthogonal polynomials

\[
P^0_k(x) = 1, \quad P^1_k(x) = x - x_k,
\]

\[
(Q^0_l(y) = 1, \quad Q^1_l(y) = y - y_l),
\]

where 1 is a denotation of the respective constant function.

Analogously, let \(L^1_2(A_k \times B_l) \subseteq L^2_2(A_k \times B_l)\) be a linear span of the set consisting of three orthogonal polynomials

\[
S^0_{kl}(x,y) = 1, \quad S^1_{kl}(x,y) = x - x_k, \quad S^{01}_{kl}(x,y) = y - y_l.
\]

Let \(I \in L^2_2([0, M] \times [0, N]),\) and \(F^1_{kl}\) be the orthogonal projection of \(I|_{[x_k-1:x_k+1] \times [y_l-1:y_l+1]}\) on subspace \(L^2_2(A_k \times B_l),\)

\(k = 0, \ldots, m, l = 0, \ldots, n.\)

We say that matrix \(F^1_{mn}[l] = (F^1_{kl}), k = 0, \ldots, m, l = 0, \ldots, n,\) is the \(F^1\)-transform of \(I\) with respect to \(\{A_k \times B_l\}, k = 0, \ldots, m, l = 0, \ldots, n.\), and \(F^1_{kl}\) is the corresponding \(F^1\)-transform component.

The \(F^1\)-transform components of \(I\) are linear polynomials in the form

\[
F^1_{kl}(x,y) = c^0_{kl} + c^1_{kl}(x-x_k) + c_{kl}^{01}(y-y_l), \tag{4}
\]

where the coefficients are given by

\[
c^0_{kl} = \sum_{x=0}^{M} \sum_{y=0}^{N} I(x,y)A_k(x)B_l(y),
\]

\[
c^1_{kl} = \sum_{x=0}^{M} \sum_{y=0}^{N} (x-x_k)A_k(x)B_l(y),
\]

\[
c_{kl}^{01} = \sum_{x=0}^{M} \sum_{y=0}^{N} (y-y_l)A_k(x)B_l(y).
\]

### 2.3 \(F\)-Transform Image Inpainting

In [12], the technique of \(F\)-transforms was proposed for the inpainting. It uses two steps: direct and inverse of the 0th-degree \(F\)-transform. The direct step is described in the previous section whereas the inverse is as follows

\[
O(x,y) = \sum_{l=0}^{m} \sum_{k=0}^{n} F^0_{kl}A_k(x)B_l(y), \tag{6}
\]

where \(O\) is the output (reconstructed) image. In fact, the algorithm computes the \(F\)-transform components of the input image \(I\) and spreads the components afterwards to the size of \(I\). For details see [12].

Let us recall basics of the technique and illustrate its update for the cartoon images. The original technique works with the assumption that damaged pixels of \(I\) should not be included in a component value. For that purpose, the binary mask \(S\) is used in the computation:

\[
F^1_{kl} = \frac{\sum_{x=0}^{M} \sum_{y=0}^{N} I(x,y)S(x,y)A_k(x)B_l(y)}{\sum_{x=0}^{M} \sum_{y=0}^{N} S(x,y)A_k(x)B_l(y)}.
\]

This approach works well for photos as was shown in [13, 15, 12, 9]. For cartoon images, the quality of reconstruction is not sufficient because of the isotropic nature of the algorithm. The problem is that edges are not taken into consideration during the computation.

### 3 Cartoon Images

In this paper, we suggest inpainting technique aimed to be applied to images with two specific features:

- limited color palette,
- strong and thick uni-color edges.

These features are usually included in simple cartoon images as can be seen in Fig. 2.

For testing purposes, we created a set of artificial images with the same features. The set is in Fig. 3.
4 Mathematical Morphology

Application of mathematical morphology [14] is an important step in the proposed method. Let us give a short description of this technique.

In mathematical morphology, a structuring element is selected and applied to the input image. For our method, a binary image is used. We recall three main operations: erosion, dilation and closing.

4.1 Erosion

The erosion is defined as follows

\[ I \ominus T = \{ z \in [0, M] \times [0, N] | T_z \subseteq I \}, \]

where \( T \) is a structuring element and \( z \) is a translation vector. Operator of binary erosion is in fact a test whether image \( I \) contains areas like \( T \).

4.2 Dilation

The dilation is defined as follows

\[ I \oplus T = \bigcup_{t \in T} I_t, \]

where \( T \) is a structuring element and \( I_t \) is the translation of \( I \) by \( t \).

4.3 Closing

Operator of closing is the erosion of dilation defined as follows

\[ I \bullet T = (I \oplus T) \ominus T. \]

The effect of binary closing is in filling small holes and imperfections in the image \( I \).

5 Novel Inpainting Technique

If image \( I \) contains only few colors and thick edges, reconstruction using original algorithm based on (6) is affected by visible artifacts. Illustration is in Fig. 12. A new proposed algorithm is based on the assumption that similar areas should be reconstructed independently. Main idea is to separate these areas and reconstruct each of them with respect to a particular color. In this paper, we propose to separate edges (pixels with high gradient) from the rest of the image, reconstruct their damaged parts and continue with the other areas afterwards.

For this purpose, another binary image \( V \) is taken into consideration. The image \( V \) is created automatically during the reconstruction process and it influences the computation of the \( F^0 \)-transform components as it is shown below

\[ F^0_{k l} = \frac{\sum_{y=0}^{N} \sum_{x=0}^{M} I(x,y)S(x,y)V(x,y)A_k(x)B_l(y)}{\sum_{y=0}^{N} \sum_{x=0}^{M} S(x,y)V(x,y)A_k(x)B_l(y)}. \]

We can say that image \( V \) and mask \( S \) overlaps image \( I \). Mask \( S \) coincides with the characteristic function of area \( \Phi \). Image \( V \) designates by 1 the so called valid pixels. The latter are used in the reconstruction process. Therefore, the edges are reconstructed from pixels of the known part of edges only and similarly, for pixels from the other non-edge areas. This feature changes isotropic nature of the original inpainting algorithm to anisotropic because pixel colors are not necessarily distributed to the all neighbourhood.

Bellow, the proposed algorithm is illustrated on the input from Fig. 4.
1) Compute the $F^1$-transform.

**Comment:** At this step, we compute coefficients $c_{00}^0, c_{10}^0, c_{01}^0$ of $I$ $F^1$-transform components in accordance with (5). The output for the input in Fig. 4 is in Fig. 5.

2) Upscale $c_{10}^0$ and $c_{01}^0$ to the size of image $I$ and convert them to gray-scale.

3) Update $c_{01}^0$ and $c_{10}^0$ by subtracting mask $S$ from them.

**Comment:** Performing this update we eliminate false edges. Illustration is in Fig. 6.

4) Make shifted copies of $c_{01}^0$ and $c_{10}^0$.

**Comment:** Edges are detected in the places with the highest gradient. Because of our assumption about the thick edges in $I$, we copy and shift $c_{01}^0$ to the left and $c_{10}^0$ to the up. Doing this, we restrict horizontal and vertical edges.

5) Create new image $V$ as the union of $c_{01}^0, c_{10}^0$ and their shifted copies. Threshold $V$ to obtain the binary image.

**Comment:** After this step, we obtain binary image $V$. Its white pixels represent edges whereas black pixels represent areas without significant gradient. Illustration is in Fig. 7.

6) Apply morphological closing to $V$.

**Comment:** The purpose of this step is to fill in all imperfections of $V$. In step 3, we subtracted the mask and that created holes in the detected edge area. By closing, we fix these holes and prolong (connect) appropriate parts of image edges. Illustration is in Fig. 8.
7) Use white pixels of $V$ to find edge area of $I$ and by histogram analysis determine a dominant color of it. Further on, the color is called edge color.

8) Based on the edge color divide $I$ to $V_g$ and $V_c$ and subtract mask from both. Turn $V_g$ and $V_c$ to binary images and apply morphological closing.

Image $V_g$ represents edges of the $I$ whereas $V_c$ the rest. Image $V_g$ contains holes because of the mask subtraction. By closing, we fill the holes. Illustration of this step is in Fig. 9.

![Figure 9: Binary division of image $I$ to the edge area $V_g$ and the rest $V_c$ followed by a morphological closing.](image)

9) Find intersections of $V_g$ and the mask $S$.

The intersections determine places on the edge area which are damaged. Let us name this intersection $S_g$. Illustration is in Fig. 10.

![Figure 10: Mask of damaged part of the edges.](image)

10) Use $S_g$ as a mask and $V_g$ as an valid pixels set for edge reconstruction. Use $S - S_g$ as a mask and $V_c$ as a valid pixels set for reconstruction of the rest.

Because we separated edges from the rest, we can reconstruct these two parts independently. Illustration is in Fig. 11.

![Figure 11: a) Reconstruction of the edge; b) detail; c) reconstruction of the rest of the image $I$.](image)

5.1 Examples and Comparison

Let us illustrate the proposed inpainting algorithm side by side with original technique based on F-transform. The images from Fig. 3 was damaged and reconstructed afterwards. Results are in Fig. 12.

Let us magnify the details to demonstrate a difference in higher resolution. In Fig. 13, the comparison is given. The original technique blurs the lines, do not follow edges
and mix colors together. Reason is the isotropic nature of the original formula. Thus for cartoon images, we propose to use different approach described in this paper.

In Fig. 14, the novel inpainting technique is illustrated on the set of cartoon images.

6 Conclusion

We propose a novel inpainting technique aimed to specific type of images. Original inpainting technique based on F-transform was applied on photos and introduced in [12].

The main idea of the novel algorithm is in division of input image and independent processing of its parts. In this introduction paper, we suggest to divide the image into two parts: edges and rest. The edges are separated using coefficients of $F^1$-transform. Its damaged (missing) parts are connected together using mathematical morphology. Based on that, missing parts of the edges are identified and reconstructed using inpainting technique with updated formulas. The same is applied to the rest of the image.

We illustrated our technique on the two sets of images and compared with original one.
Acknowledgment

This work was supported by the project LQ1602 IT4Innovations excellence in science.

References


Slovenskočeský NLP workshop (SloNLP 2017)

SloNLP is a workshop focused on Natural Language Processing (NLP) and Computational Linguistics. Its primary aim is to promote cooperation among NLP researchers in Slovakia and Czech Republic.

The topics of the workshop include automatic speech recognition, automatic natural language analysis and generation (morphology, syntax, semantics, etc.), dialogue systems, machine translation, information retrieval, practical applications of NLP technologies, and other topics of computational linguistics.

Workshop Program Committee

Rudolf Rosa, ÚFAL MFF UK, main organizer
Petra Barančíková, ÚFAL MFF UK, main organizer
Vladimír Benko, JÚLŠ SAV
Ján Genčí, KPI TUKE
Aleš Horák, FI MUNI
Miloslav Konopík, KIV ZČU
Pavel Král, KIV ZČU
Markéta Lopatková, ÚFAL MFF UK
David Mareček, ÚFAL MFF UK
Karel Oliva, freelance linguist
Detecting Stance in Czech News Commentaries

Tomáš Hercig¹,², Peter Krejzl¹, Barbora Hourová¹, Josef Steinberger¹, Ladislav Lenc¹,²

¹ Department of Computer Science and Engineering, Faculty of Applied Sciences, University of West Bohemia, Univerzitní 8, 306 14 Plzeň, Czech Republic
² NTIS—New Technologies for the Information Society, Faculty of Applied Sciences, University of West Bohemia, Technická 8, 306 14 Plzeň, Czech Republic

nlp.kiv.zcu.cz
{tig,krejzl,hourov,steinberger,llenc}@kiv.zcu.cz

Abstract: This paper describes our system created to detect stance in online discussions. The goal is to identify whether the author of a comment is in favor of the given target or against. We created an extended corpus of Czech news comments and evaluated a support vector machines classifier, a maximum entropy classifier, and a convolutional neural network.
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1 Introduction

Stance detection has been defined as automatically determining from text whether the author is in favor of the given target entity (person, movement, topic, proposition, etc.), against it, or whether neither inference is likely.

Stance detection can be viewed as a subtask of opinion mining, similar to sentiment analysis. In sentiment analysis, systems determine whether a piece of text is positive, negative, or neutral. However, in stance detection, systems predict author’s favorability towards a given target, which may not even be explicitly mentioned in the text. Moreover, the text may express positive opinion about an entity contained in the text, but one can also infer that the author is against the defined target (an entity or a topic). It has been found difficult to infer stance towards a target of interest from tweets that express opinion towards another entity[10].

There are many applications which could benefit from the automatic stance detection, including information retrieval, textual entailment, or text summarization, in particular opinion summarization.

We created an extended corpus for stance detection for Czech and evaluate standard top-performing models on this dataset and report the results.

The rest of this paper is organized as follows. We summarise the related work in Section 2). The creation of the used corpus is covered by Section 3. Our approach is described in Section 4. The convolutional neural network architecture is depicted in Section 5. Evaluation and results discussion is in Section 6 and future work is proposed in Section 7.

2 Related Work


The goal of both subtasks was to classify tweets into three classes (In favor, Against, and Neither). The performance was measured by the macro-averaged F1-score of two classes (In favor and Against). This evaluation measure does not disregard the Neither class, because falsely labelling the Neither class as In favor or Against still affects the scores. We use the same evaluation metric (F1_2), accuracy, and the F1-score of all classes (F1_3).

The supervised task (subtask A) tested stance towards five targets: Atheism, Climate Change is a Real Concern, Feminist Movement, Hillary Clinton, and Legalization of Abortion. Participants were provided with 2814 labeled training tweets for the five targets.

A detailed distribution of stances for each target is given in Table 1. The distribution is not uniform and there is always a preference towards a certain stance (e.g., 63% tweets about Atheism are labeled as Against). The distribution reflects the real-world scenario, in which a majority of people tend to take a similar stance. It also depends on the source of the data. For example, in the case of Legalization of Abortion, we can assume that the distribution will be significantly different in religious communities than in atheistic communities.

For the weakly supervised task (subtask B), there were no labeled training data but participants could use a large number of tweets related to the single target: Donald Trump.

The best results for subtask A were achieved by an advanced baseline using SVM classifier with unigrams, bigrams, and trigrams along with character n-grams (2, 3, 4, and 5-gram) as features.

Wei et al. [12] present the best result for subtask B and close second team in subtask A of the SemEval stance detection task. They used a convolutional neural network (CNN) designed according to Kim [4]. It utilizes the same kernel widths and numbers of filters as proposed by Kim. Pre-trained word2vec embeddings are used for initialization of the embedding layer. The main difference from

¹http://alt.qcri.org/semeval2016/task6/
Table 1: Statistics of the SemEval-2016 task corpora in terms of the number of tweets and stance labels.

<table>
<thead>
<tr>
<th>Target Entity</th>
<th>Total</th>
<th>In favor</th>
<th>Against</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atheism</td>
<td>733</td>
<td>124 (17%)</td>
<td>464 (63%)</td>
<td>145 (20%)</td>
</tr>
<tr>
<td>Climate Change is Concern</td>
<td>564</td>
<td>335 (59%)</td>
<td>26 (5%)</td>
<td>203 (36%)</td>
</tr>
<tr>
<td>Feminist Movement</td>
<td>949</td>
<td>268 (28%)</td>
<td>511 (54%)</td>
<td>170 (18%)</td>
</tr>
<tr>
<td>Hillary Clinton</td>
<td>934</td>
<td>157 (17%)</td>
<td>533 (57%)</td>
<td>244 (26%)</td>
</tr>
<tr>
<td>Legalization of Abortion</td>
<td>883</td>
<td>151 (17%)</td>
<td>523 (59%)</td>
<td>209 (24%)</td>
</tr>
<tr>
<td>All</td>
<td>4,063</td>
<td>1,035 (25%)</td>
<td>2,057 (51%)</td>
<td>971 (24%)</td>
</tr>
</tbody>
</table>

Table 2: Statistics of the Czech corpora in terms of the number of news comments and stance labels.

<table>
<thead>
<tr>
<th>Target Entity</th>
<th>Total</th>
<th>In favor</th>
<th>Against</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Miloš Zeman” – Czech president</td>
<td>2,638</td>
<td>691 (26%)</td>
<td>1,263 (48%)</td>
<td>684 (26%)</td>
</tr>
<tr>
<td>“Smoking Ban in Restaurants” – Gold</td>
<td>1,388</td>
<td>272 (20%)</td>
<td>485 (35%)</td>
<td>631 (45%)</td>
</tr>
<tr>
<td>“Smoking Ban in Restaurants” – All</td>
<td>2,785</td>
<td>744 (27%)</td>
<td>1,280 (46%)</td>
<td>761 (27%)</td>
</tr>
</tbody>
</table>

Kim’s network is the used voting scheme. During each training epoch, several iterations are selected to predict the test set. At the end of each epoch, the majority voting scheme is applied to determine the label for each sentence. This is done over a specified number of epochs and finally the same voting is applied to the results of each epoch. The train and test data are separated according to the stance targets.

The initial research on Czech data has been done in [7]. They collected 1,460 comments from a Czech news server related to two topics – Czech president – “Miloš Zeman” (181 In favor, 165 Against, and 301 Neither) and “Smoking Ban in Restaurants” (168 In favor, 252 Against, and 393 Neither).

The results with maximum entropy classifier were “Miloš Zeman” $F_1$ 2\(^3\) = 0.435, $F_1$ 3\(^4\) = 0.52 and “Smoking Ban in Restaurants” $F_1$ 2\(^3\) = 0.456, $F_1$ 3\(^4\) = 0.54.

3 Dataset

We extended the dataset from [7], nearly quadrupling its size. The detailed annotation procedure was described in master thesis [3] in Czech. The whole corpus was annotated by three native speakers. The distribution of stances for each target is given in Table 2.

The target entity “Miloš Zeman” part of the dataset was annotated by one annotator and then 302 comments were also labeled by a second annotator to measure inter-annotator agreement. The target entity “Smoking Ban in Restaurants” part of the dataset was independently annotated by two annotators. To resolve conflicts a third annotator was used and then the majority voting scheme was applied to the gold label selection. The inter-annotator agreement (Cohen’s $\kappa$) was calculated between two annotators on 2,203 comments. The final $\kappa$ is 0.579 for “Miloš Zeman” (2,638 comments) and 0.423 for “Smoking Ban in Restaurants” (2,785 comments).

The inter-annotator agreement for the target “Smoking Ban in Restaurants” was quite low, thus we selected a subset of the “Smoking Ban in Restaurants” part of dataset, where the original two annotators assigned the same label as the gold dataset (1,388 comments).

The corpus is available for research purposes at http://nlp.kiv.zcu.cz/research/sentiment#stance.

4 The Approach Overview

We evaluate common supervised classifiers, namely maximum entropy classifier and support vector machines (SVM) classifiers from Brainy[6]. We also experimented with top-performing models for sentiment analysis and stance detection in particular convolutional neural network. The models were trained separately for each target entity.

4.1 Preprocessing

The same preprocessing has been done for all datasets. We use UDPipe [11] with Czech Universal Dependencies 1.2 models for tokenization, POS tagging and lemmatization. Stemming has been done by the HPS stemmer [2]. Preliminary experiments have shown that lower-casing the data achieves slightly better results, thus all the experiments are performed with lower-cased data.

4.2 Features

We selected features commonly used in similar natural language processing tasks e.g. sentiment analysis. The following baseline features were used:
Character n-gram – Separate binary feature for each character n-gram in the text. We do it separately for different orders $n \in \{3, 5, 7\}$.

Bag of words – Word occurrences in the text.

Bag of adverbs – Bag of adverbs from the text.

Bag of adjectives – Bag of adjectives from the text.

Negative emoticons – We used a list of negative emoticons specific to the news commentaries source. The feature captures the presence of an emoticon within the text.

Word shape – We assign words into one of 24 classes similar to the function specified in [1].

We experimented with additional features such as n-grams, text length, etc. but using these features did not lead to better results. Bag of words, adjectives and adverbs use the word lemma or stem. We report results for various feature combinations and perform an ablation study of the best feature set.

5 Convolutional Neural Network

The architecture of the proposed CNN is depicted in Figure 1. We use similar architecture to the one proposed in [8]. The input layer of the network receives a sequence of word indices from a dictionary. The input vector must be of a fixed length. We solve this issue by padding the input sequence to the maximum text length occurring in the train data denoted $M$. A special “PADDING” token is used for this purpose. The embedding layer maps the word indices to the real-valued embedding vectors of length $L$. The convolutional layer consists of $N_C$ kernels containing $k \times 1$ units and uses rectified linear unit (ReLU) activation function. The convolutional layer is followed by a max-pooling layer and dropout for regularization. The max-pooling layer takes maxima from patches of size $(M - k + 1) \times 1$. The output of the max-pooling layer is fed into a fully-connected layer. Follows the output layer with 3 neurons which corresponds to the number of classes. It has softmax activation function.

In our experimental setup we use the embedding dimensionality $L = 300$ and $N_C = 40$ convolutional kernels with $5 \times 1$ units. The penultimate fully-connected layer contains 256 neurons. We train the network using adaptive moment estimation optimization algorithm [5] and cross-entropy is used as the loss function.

6 Results

We used 20-fold cross-validation for models evaluation to compensate the small size of dataset and to prevent overfitting.

For all experiments we report the macro-averaged F1-score of two classes $F_{1,2}$ (In favor and Against) – the official metric for the SemEval-2016 stance detection task[10], accuracy, and the macro-averaged F1-score of all three classes ($F_{1,3}$).

Table 3 shows results for each dataset. CNN-1 is described in Section 5 and CNN-2 is the architecture proposed in [4]. We achieved the best results on average with the maximum entropy classifier with the feature set consisting of lemma unigrams, word shape, bag of adjectives, bag of adverbs, and character n-grams ($n \in \{3, 5, 7\}$). We further performed ablation study of this combination of features. In Table 3 the bold numbers denote five best results for given column and in the ablation study they denote features with no gain in the given column (i.e. feature sets with no loss).

Both CNNs achieved good results, CNN-2 was slightly better, this is not surprising as it was designed for sentiment analysis while CNN-1 was previously used for document classification. Surprisingly stem worked better than lemma as the word input for both neural networks. The ablation study shows that word shape, bag of adjectives, and bag of adverbs features present little to no information gain for the classifier, thus these features should be discarded or
Table 3: Results on Czech stance detection datasets in %. We report accuracy (Acc), the macro-averaged F1-score of two classes ($F_{1_2}$) and the macro-averaged F1-score of all three classes ($F_{1_3}$). Feature set consists of lemma unigrams, word shape, bag of adjectives, bag of adverbs, and character n-grams ($n \in \{3, 5, 7\}$). The bold numbers denote five best results for given column and in the ablation study they denote features with no gain in the given column (i.e. feature sets with no loss).

<table>
<thead>
<tr>
<th>Classifier Features</th>
<th>Zeman</th>
<th>Smoking All</th>
<th>Smoking Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_{1_3}$</td>
<td>$F_{1_2}$</td>
<td>Acc</td>
</tr>
<tr>
<td>SVM Random Class</td>
<td>32.7</td>
<td>34.6</td>
<td>33.4</td>
</tr>
<tr>
<td>SVM Majority Class</td>
<td>21.6</td>
<td>32.4</td>
<td>47.9</td>
</tr>
<tr>
<td>CNN-1 lemma</td>
<td>48.6</td>
<td>52.1</td>
<td>51.9</td>
</tr>
<tr>
<td>CNN-1 stemm</td>
<td>50.7</td>
<td>55.3</td>
<td>54.5</td>
</tr>
<tr>
<td>CNN-2 lemma</td>
<td>48.3</td>
<td>51.7</td>
<td>51.3</td>
</tr>
<tr>
<td>CNN-2 stemm</td>
<td>51.3</td>
<td>55.7</td>
<td>54.9</td>
</tr>
<tr>
<td>MaxEnt lemma</td>
<td>47.7</td>
<td>51.8</td>
<td>50.2</td>
</tr>
<tr>
<td>SVM lemma</td>
<td>46.7</td>
<td>52.0</td>
<td>50.7</td>
</tr>
<tr>
<td>MaxEnt stem</td>
<td>47.2</td>
<td>50.9</td>
<td>49.5</td>
</tr>
<tr>
<td>SVM stem</td>
<td>48.3</td>
<td>52.8</td>
<td>51.8</td>
</tr>
<tr>
<td>MaxEnt char. n-gram 3,5,7</td>
<td>50.4</td>
<td>55.7</td>
<td>53.7</td>
</tr>
<tr>
<td>SVM char. n-gram 3,5,7</td>
<td>47.4</td>
<td>53.4</td>
<td>52.2</td>
</tr>
<tr>
<td>MaxEnt shape</td>
<td>45.0</td>
<td>50.2</td>
<td>48.4</td>
</tr>
<tr>
<td>SVM shape</td>
<td>45.5</td>
<td>50.3</td>
<td>49.7</td>
</tr>
<tr>
<td>MaxEnt feature set</td>
<td>50.6</td>
<td>56.0</td>
<td>53.9</td>
</tr>
<tr>
<td>SVM feature set</td>
<td>47.9</td>
<td>54.3</td>
<td>52.7</td>
</tr>
<tr>
<td>MaxEnt feature set + emoticons</td>
<td>50.5</td>
<td>56.0</td>
<td>53.9</td>
</tr>
<tr>
<td>SVM feature set + emoticons</td>
<td>47.3</td>
<td>53.3</td>
<td>51.9</td>
</tr>
<tr>
<td>MaxEnt feature set + emoticons + stem</td>
<td>50.7</td>
<td>56.0</td>
<td>53.9</td>
</tr>
<tr>
<td>SVM feature set + emoticons + stem</td>
<td>47.7</td>
<td>53.5</td>
<td>52.2</td>
</tr>
<tr>
<td>MaxEnt feature set - shape</td>
<td>50.8</td>
<td>56.0</td>
<td>54.0</td>
</tr>
<tr>
<td>MaxEnt feature set - bag of adj.</td>
<td>50.7</td>
<td>56.1</td>
<td>54.0</td>
</tr>
<tr>
<td>MaxEnt feature set - bag of adv.</td>
<td>50.9</td>
<td>56.4</td>
<td>54.3</td>
</tr>
<tr>
<td>MaxEnt feature set - lemma</td>
<td>50.2</td>
<td>55.6</td>
<td>53.6</td>
</tr>
<tr>
<td>MaxEnt feature set - char. n-gram 3,5,7</td>
<td>46.9</td>
<td>51.7</td>
<td>49.9</td>
</tr>
</tbody>
</table>

readjusted to better capture the stance in comments. However, the selected feature combination still performed reasonably well.

The best results for the target “Miloš Zeman” were achieved by CNN-2 in terms of accuracy and $F_{1_3}$. $F_{1_2}$ was the highest for maximum entropy classifier with lemma unigrams, word shape, bag of adjectives, and character n-grams. The entity “Smoking Ban in Restaurants” was best assessed by SVM with the selected feature set for all data and by maximum entropy classifier with the same feature set for the gold dataset.

Character n-grams alone present a strong baseline for this task.

7 Conclusion

The paper describes our system created to detect stance in online discussions. We evaluated top-performing models used for sentiment analysis and stance detection. We conducted feature ablation and concluded that more features still need to be readjusted for this task.

The used features are very common in natural language processing, however even in the SemEval-2016 stance detection task, the best results were achieved by commonly used features. This suggests that stance detection is still in its infancy and more gain can be expected in the future as researchers better understand this new task.

In future work, we plan to extend the dataset to other domains, include more target entities and comments, which will let us draw stronger conclusions and move the task closer to the industrial expectations. Given that there are vast amounts of news comments related to highly discussed topics, we will study stance summarization which should aim at identifying the most important arguments. Another interesting experiment would be supplementing the dataset with sentiment annotation.
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Abstract: We present a manually annotated treebank of Czech fiction, intended to serve as an addendum to the Prague Dependency Treebank. The treebank has only 166,000 tokens, so it does not serve as a good basis for training of NLP tools, but added to the PDT training data, it can help improve the annotation of texts of fiction. We describe the composition of the corpus, the annotation process including inter-annotator agreement. On the newly created data and the data of the PDT, we performed a number of experiments with parsers (TurboParser, Parsito, MSTParser and MaltParser). We observe that the extension of PDT training data by a part of the new treebank actually does improve the results of the parsing of literary texts. We investigate cases where parsers agree on a different annotation than the manual one.

1 Introduction

The Czech National Corpus (CNC) has decided to enrich the annotation of some of its large synchronous corpora by syntactic annotation, using the formalism of the Prague Dependency Treebank (PDT) [4]. The parsers used for syntactic annotation must be trained on manually annotated data, with only PDT data available now. To achieve a reliable parsing, it is necessary to ensure the training data to be as close as possible to the target text, but in PDT, the texts are only journalistic, while one third of the texts in representative corpora of synchronous written Czech of the CNC belongs to the fiction genre. In many ways, fiction differs considerably from the characteristics of journalistic texts, for example by a significantly lower proportion of nouns versus verbs: in the journalistic genre, 33.8% tokens are nouns and 16.0% are verbs; in fiction, the ratio of nouns and verbs is almost equal, 24.3% tokens are nouns, and 21.2% verbs (based on statistics [1] from the SYN2005 corpus [3]).

Therefore, a new manually annotated treebank of fiction texts was created; it was annotated according to the PDT a-layer guidelines. The scope of the new treebank is only about 11% of the PDT data, due to the difficulties of manual syntactic annotation, but even so, using this new resource does improve the parsing of fiction texts.

In this article we present this new treebank, named FicTree (Treebank of Czech fiction), its composition, and the annotation process. We describe the first experiments with parsers based on the data of FicTree and PDT. In the data of the FicTree treebank parsed by four parsers, we investigate cases where all parsers agree on a syntactic annotation of one token which differs from the manual annotation.

2 Composition of the Treebank

The manually annotated treebank FicTree is composed of eight texts and longer fragments of texts from the genre of fiction published in Czech from 1991 to 2007, with a total of 166,437 tokens, 12,860 sentences. It is annotated according to the PDT a-layer annotation guidelines [5]. The PDT data annotated on the analytical layer comprise, for comparison, 1,503,739 tokens, 87,913 sentences. Seven of the eight texts which compose the FicTree treebank, were included in the CNC corpus SYN2010 [7] (the eighth one was originally intended to be included in the SYN2010 corpus too, but was removed in the balancing process). The size of the eight texts ranges from 4,000 to 32,000 tokens, the average is 20,800 tokens. Most of the texts are written in original Czech (80%), the remaining 20% are translations (from German and Slovak). Most of the texts belong to the fiction genre without any subgenre (according to the classification of the CNC), one large text (18.2% of all tokens) belongs to the subclass of memoirs, 5.9% tokens come from texts for children and youth.

The language data included in the PDT and in FicTree differ in many characteristics in a similar way to the differences between the whole genres of journalism and fiction described above. In FicTree, there are significantly shorter sentences with an average of 12.9 tokens per sentence compared to an average of 17.1 tokens per sentence in PDT. The part-of-speech ratio is also significantly different, as shown in Table 1.

It is evident from the table that there is a significantly lower proportion of nouns, adjectives and numerals in FicTree, and a higher proportion of verbs, pronouns and adverbs, which corresponds to the assumption that in fiction, verbal expressions are preferred, whereas journalism tends to use more nominal expressions.

3 Annotation Procedure

The FicTree treebank was syntactically annotated according to the formalism of the analytical layer of the Prague Dependency Treebank. The texts were lemmatized and morphologically annotated using a hybrid system of rule-based desambiguation [6] and stochastic tagger Featu-
Table 1: POS proportion in PDT and FicTree

<table>
<thead>
<tr>
<th></th>
<th>PDT</th>
<th>FicTree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nouns</td>
<td>35.60</td>
<td>22.31</td>
</tr>
<tr>
<td>Adjectives</td>
<td>13.72</td>
<td>7.73</td>
</tr>
<tr>
<td>Pronouns</td>
<td>7.68</td>
<td>16.42</td>
</tr>
<tr>
<td>Numerals</td>
<td>3.83</td>
<td>1.53</td>
</tr>
<tr>
<td>Verbs</td>
<td>14.34</td>
<td>23.16</td>
</tr>
<tr>
<td>Adverbs</td>
<td>6.18</td>
<td>9.19</td>
</tr>
<tr>
<td>Prepositions</td>
<td>11.39</td>
<td>9.14</td>
</tr>
<tr>
<td>Conjunctions</td>
<td>6.61</td>
<td>9.39</td>
</tr>
<tr>
<td>Particles</td>
<td>0.64</td>
<td>1.05</td>
</tr>
<tr>
<td>Interjections</td>
<td>0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

The texts were then doubly parsed using two parsers: MSTParser [9] and MaltParser [10] (the parsing took place several years ago when better parsers such as TurboParser [8] were not available) trained on the PDT a-layer training data. The difference in the algorithms of both parsers ensured that the errors in the texts were distributed differently, it can be assumed that errors in the subsequent manual corrections will not be identical. According to Berzak [2] there are likely some deviations common for both parsers, which will also manifest in the final (manual) annotation, but this distortion of the data could not be avoided.

3.1 Manual Correction of Parsing Results

The automatically annotated data was then distributed to three annotators that checked one sentence after using the TrEd software for manual treebank editing and corrected the data. The two versions of the parsed text (parsed by the MSTParser and by the MaltParser) were always assigned to two different annotators, we ensured that the combinations of parsers and annotators were varied. The data were divided into 163 text parts of approx. 1000 tokens, every combination of parsers and annotators occurred in at least 10 text parts (the proportion of texts corrected by individual annotators was 26%, 35% and 39%).

The task of the manual annotators was to correct syntactic structure and syntactic labels, but they also had the possibility to suggest corrections of segmentation, tokenization or morphological annotation and lemmatization.

3.2 Adjudication

The two corrected versions of syntactic annotation from each text were merged, the resulting doubly annotated texts were examined by an experienced annotator (adjudicator) who decided which of the proposed annotations to accept. The adjudicator was not limited to the two manually corrected versions, she was allowed to choose another solution consistent with the PDT annotation manual and data. Some changes in tokenization and segmentation were also performed (159 cases, mainly sentence split or merge). The adjudication took approximately five years of work due to the difficulty of the task, the effort to maximize the consistency of the same phenomenon across the treebank (and in accordance with PDT data), and other workload with a higher priority.

3.3 Accuracy of the Parsing and of the Manual Corrections

In the following two tables, we will present the accuracy of each step of annotation and the inter-annotator agreement. Table 2 shows to what extent the automatically parsed and the manually corrected versions of the text agree with the final syntactic annotation, first for the texts annotated with the MSTParser, then for the ones annotated with the MaltParser. Two measures of agreement with the final annotation are shown: UAS (unlabeled attachment score, i.e. the proportion of tokens with a correct head) and LAS (labeled attachment score, i.e. the proportion of tokens with a correct head and dependency label).

Table 2: Accuracy of annotated versions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MST</td>
<td>83.37</td>
<td>96.92</td>
<td>75.31</td>
<td>95.03</td>
</tr>
<tr>
<td>Malt</td>
<td>86.08</td>
<td>96.40</td>
<td>79.39</td>
<td>94.42</td>
</tr>
</tbody>
</table>

It is clear from the table that due to the relatively low input parsing quality, the annotators had to carry out a large number of manual interventions in the parsing correction process. The dependencies or labels were modified for 15–20% of tokens. The manually corrected versions differ much less from the final annotation, the disagreement is approx. 5% of the tokens.

Table 3 presents the agreement between the two automatically parsed versions and the inter-annotator agreement (the agreement between the two manually corrected versions). As in the previous table, we use the measures UAS and LAS.

Table 3: Agreement between parsers and inter-annotator agreement

<table>
<thead>
<tr>
<th></th>
<th>UAS</th>
<th>LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parsers</td>
<td>83.48</td>
<td>75.66</td>
</tr>
<tr>
<td>Annotators</td>
<td>93.89</td>
<td>90.26</td>
</tr>
</tbody>
</table>

The table shows that the agreement between the automatically annotated versions is very similar to the agree-

---

1See http://sourceforge.net/projects/featurama.
The results of the experiment with the UAS and LAS scores for all parsers are approximately 2% worse for FicTree than for PDT, probably due to the genre differences of FicTree versus PDT data. In the case of SENT, the FicTree scores are comparable or better than the PDT etest, probably because the sentence length in FicTree is significantly lower, so there is a higher percentage of well-parsed sentences.

4.2 Training on PDT Data Combined with FicTree

In the second experiment, we split FicTree data into training data (90%) and test data (10%) and combined the FicTree training data with the PDT training data. This experiment was repeated three times with different distribution of the FicTree data, in order to achieve a more reliable result (10% of FicTree is only 16,000 tokens). In that way, 30% of FicTree has effectively been used as test data, the parsers beeing trained on PDT training data plus each time 90% of FicTree. It would have been better to use the whole FicTree data in a 10-fold cross-validation experiment (always adding 90% of data to train PDT and testing the remaining 10%), but we lacked the time and computational resources to do so. Table 5 compares the results of parsers trained on the PDT training data itself and on these merged data (train+ in the table), using PDT etest data and FicTree test data. For each of the measures (UAS, LAS, SENT), the accuracy of the parser trained on the PDT training data is always in one table column, in the following column, the results of the experiment are shown in Table 4. Two following columns compare the results on the PDT etest and on the whole FicTree data.

<table>
<thead>
<tr>
<th>UAS</th>
<th>UAS</th>
<th>LAS</th>
<th>LAS</th>
<th>SENT</th>
<th>SENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etest</td>
<td>FicTree</td>
<td>Etest</td>
<td>FicTree</td>
<td>Etest</td>
<td>FicTree</td>
</tr>
<tr>
<td>MST</td>
<td>85.93</td>
<td>84.91</td>
<td>78.85</td>
<td>76.82</td>
<td>23.79</td>
</tr>
<tr>
<td>Malt</td>
<td>86.32</td>
<td>85.01</td>
<td>80.74</td>
<td>77.94</td>
<td>31.32</td>
</tr>
<tr>
<td>Parsito</td>
<td>86.30</td>
<td>84.62</td>
<td>80.78</td>
<td>77.65</td>
<td>31.17</td>
</tr>
<tr>
<td>Turbo</td>
<td>88.27</td>
<td>86.66</td>
<td>81.79</td>
<td>79.06</td>
<td>27.74</td>
</tr>
</tbody>
</table>

Table 4: Accuracy of parsers trained on PDT train data

Table 5: Accuracy of parsers trained on PDT train data (train) and PDT&FicTree train data (train+)

<table>
<thead>
<tr>
<th>UAS</th>
<th>UAS</th>
<th>LAS</th>
<th>LAS</th>
<th>SENT</th>
<th>SENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etest</td>
<td>train+</td>
<td>Etest</td>
<td>train+</td>
<td>Etest</td>
<td>train+</td>
</tr>
<tr>
<td>MST</td>
<td>85.93</td>
<td>85.98</td>
<td>78.85</td>
<td>78.90</td>
<td>23.79</td>
</tr>
<tr>
<td>Malt</td>
<td>86.32</td>
<td>86.41</td>
<td>80.74</td>
<td>80.87</td>
<td>31.32</td>
</tr>
<tr>
<td>Parsito</td>
<td>86.30</td>
<td>86.48</td>
<td>80.78</td>
<td>81.02</td>
<td>31.17</td>
</tr>
<tr>
<td>Turbo</td>
<td>88.27</td>
<td>88.34</td>
<td>81.79</td>
<td>81.89</td>
<td>27.74</td>
</tr>
</tbody>
</table>

Table 5: Accuracy of parsers trained on PDT train data (train) and PDT&FicTree train data (train+)

4 Available on http://www.maltparser.org/.
5 Used with default options.
6 Available on http://www.cs.cmu.edu/~ark/TurboParser/.
7 Used with the parameters: decode-type:non-proj order:2.
8 Used with hidden_layer= 400, sgd= 0.01,0.001, transition_system= link2, transition_oracle= static.

It is clear from the table that extending the training data by a part of the FicTree treebank is beneficial both for parsing the PDT test data and for parsing FicTree data. The improvement in the parsing of the PDT etest is not statistically significant (approximately 0.05% for UAS), but it
is consistent for all parsers and measures except for the measure SENT for the MSTParser.

For the FicTree test data, we note a significant improvement in parsing, the increase in the measures is between 0.4% and 2.5%. It is therefore clear that for the syntactic annotation of texts of fiction, the extension of the training data by the FicTree training data is definitely beneficial.

5 The Agreement of Parsers versus the Manual Annotation

We also attempted to use the results of the parsing to assess the quality of the manual annotation and adjudication of the FicTree treebank. The whole FicTree data was annotated by four parsers trained on the PDT training data. From these parsed data, we chose those cases where all four parsers agree on one dependency relation and / or syntactic function of a token, whereas the manual syntactic annotation is different. In total, parsers agreed for 70.04% of tokens in the FicTree data (78.12% if we only count dependencies without syntactic labels). 5.17% of all tokens do not match manual annotation (3.43% of tokens without syntactic labels). Table 6 shows 10 syntactic functions which occur most frequently in such cases of agreement between four parsers and disagreement with manual annotation. In the first column, the syntactic label from the manual annotation is shown. In the second column, we present the proportion of disagreement in the tokens with this syntactic label, in the third column, there is the absolute number of occurrences.

Table 6: Syntactic labels where parsers agree with each other but disagree with manual annotation

<table>
<thead>
<tr>
<th>Synt. label</th>
<th>Ratio</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adv</td>
<td>5.49</td>
<td>1135</td>
</tr>
<tr>
<td>Obj</td>
<td>6.20</td>
<td>1065</td>
</tr>
<tr>
<td>AuxX</td>
<td>6.08</td>
<td>618</td>
</tr>
<tr>
<td>Sb</td>
<td>5.64</td>
<td>561</td>
</tr>
<tr>
<td>ExD</td>
<td>13.96</td>
<td>543</td>
</tr>
<tr>
<td>AuxC</td>
<td>11.65</td>
<td>536</td>
</tr>
<tr>
<td>AuxP</td>
<td>4.05</td>
<td>501</td>
</tr>
<tr>
<td>Atr</td>
<td>1.76</td>
<td>339</td>
</tr>
<tr>
<td>AuxV</td>
<td>8.08</td>
<td>302</td>
</tr>
<tr>
<td>AuxY</td>
<td>15.85</td>
<td>271</td>
</tr>
</tbody>
</table>

The data in the table shows that differences between parsers and manual markup often occur with the Adv and Obj syntactic labels (adverbial and object), since the annotation performed by parsers often differs from the manual annotation due to the difficulty of linguistic phenomena. Frequent differences between parsing results and manual annotations are discussed in more detail later, we will first give two examples of such differences and their supposed reason.

5.1 Examples of Differences between Manual Annotation and Parsing Results

The first example, a sentence fragment *pohledy plné bezměrné důvěry*, ‘regards full of unbounded trust’ displayed below, shows a typical example of wrong parsing result due to incorrect morphological annotation. The parsers agree on an erroneous interpretation of the syntactic structure. After the tokens where dependencies or syntactic labels differ, we show the annotation (numbers indicate relative differencies, −1 means that the governing node is positioned 1 to the left, +2 governing node is 2 to the right; syntactic labels are shown if they differ).

\begin{verbatim}
Pohledy plné/−1/+2 bezměrné důvěry/Obj/-2/Atr/−3
\end{verbatim}
Regards full of unbounded trust

Incorrect morphological tagging of the ambiguous form *plné* ‘full’ (which can formally agree both with the preceding noun *pohledy* ‘regards’ and with the following noun *důvěry* ‘trust’ in number, gender and case) led the parsers to ignore the valency characteristics of the adjective *plný* ‘full’, they consider it to be the attribute of the following noun *důvěry* ‘trust’, which they interpret as a nominal attribute of the preceding noun *pohledy* ‘regards’. The manual annotation is correct, the adjective *plný* ‘full’ is dependent on the preceding noun *pohledy* ‘regards’, the following noun *důvěry* ‘trust’ is an object of the adjective. Similar differences in the attribution of the Adv and Obj syntactic labels and their dependency relations are common, the manual annotation is in most cases correct (the parsers agree on an erroneous syntactic structure).

In some cases, it is unclear whether the manual annotation or the parsing results are correct, as in the following sentence:

\begin{verbatim}
Doktorka/+6/+1 vychutnávala chvíli efekt svých slov a pak pokračovala:
\end{verbatim}

The doctor enjoyed for a while the effect of her words, and then went on:

The head of the subject *Doktorka* ‘doctor’ in manual annotation is the coordinating conjunction *a* ‘and’ which coordinates two verbs representing two clauses: *vychutnávala* ‘enjoyed’ and *pokračovala* ‘went on/continued’. The subject is considered as a sentence member modifying the whole coordination (i.e. both verbs). However, all parsers agree on a different head: the verb *vychutnávala* ‘enjoyed’ closest to the subject. In this interpretation, the second verb has a null subject (pro-drop). Both interpretations are possible in the formalism of PDT, there is no strict rule indicating when the subject should modify coordinated verbs and when it should depend on the closest verb only. In the PDT data, both solutions are used. (The more the structures in the coordinated sentences are similar and simple, the more likely it is that the subject will be common.).
5.2 Most Frequent Discrepancies between Parsing Results and Manual Annotation

In cases where dependencies between the manually assigned one and the one on which the parsers agree are different, the syntactic labels are usually the same. These functions are mostly auxiliary functions: AuxV (auxiliary verbs), AuxP (prepositions) and AuxC (conjunctions) or are related to punctuation (AuxX, AuxK, AuxG). When the syntactic labels differ, the most frequent mismatches are Obj and Adv, Sb and Obj, Adv and Atr.

The highest proportion of discrepancies between the manually and automatically assigned functions is related to the following functions: AuxO (46.5%), AuxR (21.9%), AuxY (15.9%), ExD (14.0%) and Atv (13.5%). AuxO and AuxR refer to two possible syntactic functions of the reflexive particles se/si ‘myself, yourself, herself…’ depending on context, for correct parsing, understanding of semantics and use of lexicon would be necessary. The AuxY function covers particles and other auxiliary functions, ExD is a function which covers several different phenomena in the PDT formalism and is difficult to parse automatically. None of these functions occur frequently in the training data.

5.3 Manual Analysis

When we analyzed manually a sample of sentences in which four parsers agree on a dependency or syntactic label different from the one chosen manually, we found out that in 75% of cases, the manual annotation was certainly correct, about 20% of the occurrences could not be decided quickly due to the complexity of the construction, in less than 5% of such occurrences the manual annotation was incorrect. It would certainly be useful to carefully check all cases of such discrepancy, it may reduce the error rate in FicTree data by about 0.2–0.5%, but for now we lack the resources to do so.

6 Conclusion

The new manually annotated treebank of Czech fiction FicTree will allow for a better syntactic annotation of texts of fiction when we add it to the PDT training data. Given that larger training data were shown to be beneficial in parsing journalistic texts as well, its use may be broader. We plan to publish the FicTree trebank in the Lindat / CLARIN repository in the near future (after additional checks of selected phenomena) and we would like to publish it later in the Universal Dependencies7 format, too, using publicly available conversion and verification tools.
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Abstract: This paper deals with multi-label document classification using an ensemble of neural networks. The assumption is that different network types can keep complementary information and that the combination of more neural classifiers will bring higher accuracy. We verify this hypothesis by an error analysis of the individual networks. One contribution of this work is thus evaluation of several network combinations that improve performance over one single network. Another contribution is a detailed analysis of the achieved results and a proposition of possible directions of further improvement. We evaluate the approaches on a Czech ČTK corpus and also compare the results with state-of-the-art approaches on the English Reuters-21578 dataset. We show that the ensemble of neural classifiers achieves competitive results using only very simple features.
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1 Introduction

This paper deals with multi-label document classification by neural networks. Formally, this task can be seen as the problem of finding a model M which assigns a document d ∈ D a set of appropriate labels (categories) c ∈ C as follows M : d → c where D is the set of all documents and C is the set of all possible document labels. The multi-label classification using neural networks is often done by thresholding of the output layer [1, 2]. It has been shown that both standard feed-forward networks (FNNs) and convolutional neural networks (CNNs) achieve state-of-the-art results on the standard corpora [1, 2].

However, we believe that there is still some room for further improvement. A combination of classifiers is a natural step forward. Therefore, we combine a CNN and an FNN in this work to gain further improvement in the terms of precision and recall. We support the claim that combination may bring better results by studying the errors of the individual networks. The main contribution of this paper thus consists in the analysis of errors in the prediction results of the individual networks. Then we present the results of several combination methods and illustrate that the ensemble of neural networks brings significant improvement over the individual networks.

The methods are evaluated on documents in the Czech language, being a representative of highly inflectional Slavic language with a free word order. These properties decrease the performance of usual methods. We further compare the results of our methods with other state-of-the-art approaches on English Reuters-21578¹ dataset in order to show its robustness across languages. Additionally, we analyze the final F-measure on document sets divided according to the number of assigned labels in order to improve the accuracy of the presented approach.

The rest of the paper is organized as follows. Section 2 is a short review of document classification methods with a particular focus on neural networks. Section 3 describes our neural network models and the combination methods. Section 4 deals with experiments realized on the ČTK and Reuters corpora and then analyzes and discusses the obtained results. In the last section, we conclude the experimental results and propose some future research directions.

2 Related Work

Document classification is usually based on a supervised machine learning. A classifier is trained on an annotated corpus and it then assigns class labels to unlabelled documents. Most works use vector space model (VSM), which generally represents each document as a vector of all word occurrences usually weighted by their tf-idf.

Several classification methods have been successfully used [3], as for instance Bayesian classifiers, maximum entropy, support vector machines, etc. However, the main issue of this task is that the feature space is highly dimensional which decreases the classification results. Feature selection/reduction [4] or better document representation [5] can be used to solve this problem.

Nowadays, “deep” neural nets outperform majority of the state-of-the-art natural language processing (NLP) methods on several tasks with only very simple features. These include for instance POS tagging, chunking, named entity recognition and semantic role labelling [6]. Several different topologies and learning algorithms were proposed. For instance, Zhang et al. [7] propose two convolutional neural nets (CNN) for ontology classification, sen-
timent analysis and single-label document classification. They show that the proposed method significantly outperforms the baseline approach (bag of words) on English and Chinese corpora. Another interesting work [8] uses in the first layer pre-trained vectors from word2vec [9]. The authors show that the proposed models outperform the state of the art on 4 out of 7 tasks, including sentiment analysis and question classification. Recurrent convolutional neural nets are used for text classification in [10]. The authors demonstrated that their approach outperforms the standard convolutional networks on four corpora in single-label document classification task.

On the other hand, traditional feed-forward neural net architectures are used for multi-label document classification rather rarely. These models were more popular before as shown for instance in [11]. They build a simple multi-layer perceptron with three layers (20 inputs, 6 neurons in hidden layer and 10 neurons in the output layer, i.e. number of classes) which gives F-measure about 78% on the standard Reuters dataset. The feed-forward neural networks were used for multi-label document classification in [12]. The authors have modified standard backpropagation algorithm for multi-label learning (BP-MLL) which employs a novel error function. This approach is evaluated on functional genomics and text categorization.

A recent study on multi-label text classification was proposed by Nam et al. in [1]. The authors build on the assumption that neural networks can model label dependencies in the output layer. They investigate limitations of multi-label learning and propose a simple neural network approach. The authors use cross-entropy algorithm instead of ranking loss for training and they also further employ recent advances in deep learning field, e.g. rectified linear units activation, AdaGrad learning with dropout [13, 14]. TF-IDF representation of documents is used as network input. The multi-label classification is handled by performing thresholding on the output layer. Each possible label has its own output node and based the final value of the node a final decision is made. The approach is evaluated on several multi-label datasets and reaches results comparable to the state of the art.

Another method [15] based on neural networks leverages the co-occurrence of labels in the multi-label classification. Some neurons in the output layer capture the patterns of label co-occurrences, which improves the classification accuracy. The architecture is basically a convolutional network and utilizes word embeddings for initialization of the embedding layer. The method is evaluated on the natural language query classification in a document retrieval system.

An alternative approach to handling the multi-label classification is proposed by Yang and Gopal in [16]. The conventional representations of texts and categories are transformed into meta-level features. These features are then utilized in a learning-to-rank algorithm. Experiments on six benchmark datasets show the abilities of this approach in comparison with other methods.

Another recent work proposes novel features based on the unsupervised machine learning [17]. A significant amount of work about combination of classifiers was done previously. Our approaches are motivated by the review of Tulyakov et al. [18].

3 Neural Networks and Combination

3.1 Individual Nets

We use two individual neural nets with different activation functions (sigmoid and softmax) in the output layer. Their topologies are briefly presented in the following two sections.

Feed-forward Deep Neural Network (FDNN) We use a Multi-Layer Perceptron (MLP) with two hidden layers. As the input of our network we use the simple bag of words (BoW) which is a binary vector where value 1 means that the word with a given index is present in the document. The size of this vector depends on the size of the dictionary which is limited by \( N \) most frequent words which defines the size of the input layer. The first hidden layer has 1024 while the second one has 512 nodes. This configuration was set based on the experimental results. The output layer has the size equal to the number of categories \( |C| \). To handle the multi-label classification, we threshold the values of nodes in the output layer. Only the labels with values larger than a given threshold are assigned to the document.

Convolutional Neural Network (CNN) The input is a sequence of words in the document. We use the same dictionary as in the previous approach. The words are then represented by the indexes into the dictionary. The architecture of our network (see Figure 1) is motivated by Kim in [8]. However, based on our preliminary experiments, we used only one-dimensional (1D) convolutional kernels instead of the combination of several sizes of 2D kernels. The input of our network is a vector of word indexes of the length \( L \) where \( L \) is the number of words used for document representation. The issue of the variable document size is solved by setting a fixed value (longer documents are shortened and the shorter ones padded). The second layer is an embedding layer which represents each input word as a vector of a given length. The document is thus represented as a matrix with \( L \) rows and \( EMB \) columns where \( EMB \) is the length of the embedding vectors. The third layer is the convolutional one. We use \( N_C \) convolution kernels of the size \( K \times 1 \) which means we do 1D convolution over one position in the embedding vector over \( K \) input words. The following layer performs max-pooling over the length \( L - K + 1 \) resulting in \( N_C \times EMB \) vectors.

\(^2\) We have also experimented with an MLP with one hidden layer with lower accuracy.
The output of this layer is then flattened and connected with the output layer containing $|C|$ nodes. The final result is, as in the previous case, obtained by the thresholding of the network outputs.

### 3.2 Combination

We consider that the different nets keep some complementary information which can compensate recognition errors. We also assume that similar network topology with different activation functions can bring some different information and thus that all nets should have its particular impact for the final classification. Therefore, we consider all the nets as the different classifiers which will be further combined.

Two types of combination will be evaluated and compared. The first group does not need any training phase, while the second one learns a classifier.

**Unsupervised Combination** The first combination method compensates the errors of individual classifiers by computing the average value from the inputs. This value is thresholded subsequently to obtain the final classification result. This method is called hereafter *Averaged thresholding*.

The second combination approach first thresholds the scores of all individual classifiers. Then, the final classification output is given as an agreement of the majority of the classifiers. We call this method as *Majority voting with thresholding*.

**Supervised Combination** We use another neural network of type multi-layer perceptron to combine the results. This network has three layers: $n \times |C|$ inputs, hidden layer with 512 nodes and the output layer composed of $|C|$ neurons (number of categories to classify). $n$ value is the number of the nets to combine. This configuration was set experimentally. We also evaluate and compare, as in the case of the individual classifiers, two different activation functions: *sigmoid* and *softmax*. These combination approaches are hereafter called *FNN with sigmoid* and *FNN with softmax*. According to the previous experiments with neural nets on multi-label classification, we assume better results of this net with sigmoid activation (see first part of Table 1).

### 4 Experiments

In this section we first describe the corpora that we used for evaluation of our methods. Then, we describe the performed experiments and the final results.

#### 4.1 Tools and Corpora

For implementation of all neural nets we used Keras toolkit [19] which is based on the Theano deep learning library [20]. It has been chosen mainly because of good performance and our previous experience with this tool. All experiments were computed on GPU to achieve reasonable computation times.

#### 4.2 Czech ČTK Corpus

For the following experiments we used first the Czech ČTK corpus. This corpus contains 2,974,040 words belonging to 11,955 documents. The documents are annotated from a set of 60 categories as for instance agriculture, weather, politics or sport out of which we used 37 most frequent ones. The category reduction was done to allow comparison with previously reported results on this corpus where the same set of 37 categories was used. We have further created a development set which is composed of 500 randomly chosen samples removed from the entire corpus. Figure 2 illustrates the distribution of the documents depending on the number of labels. Figure 3 shows the distribution of the document lengths (in word tokens). This corpus is freely available for research purposes at [http://home.zcu.cz/~pkral/sw/](http://home.zcu.cz/~pkral/sw/).
Figure 2: Distribution of documents depending on the number of labels assigned to the documents

Figure 3: Distribution of the document lengths

We use the five-folds cross validation procedure for all experiments on this corpus. The optimal value of the threshold is determined on the development set. For evaluation of the multi-label document classification results, we use the standard recall, precision and F-measure ($F1$) metrics [21]. The values are micro-averaged.

**Reuters-21578 English Corpus** The Reuters-21578 corpus is a collection of 21,578 documents. This corpus is used to compare our approaches with the state of the art. As suggested by many authors, the training part is composed of 7769 documents, while 3019 documents are reserved for testing. The number of possible categories is 90 and average label/document number is 1.23.

### 4.3 Results of the Individual Nets

The first experiment (see Table 1) shows the results of the individual neural nets with sigmoid and softmax activation functions against the baseline approach proposed by Brychcín et al. [17]. These nets will be further referenced by the method number.

This table demonstrates very good classification performance of both individual nets and that the classification results are very close to each other and comparable. This table also shows that softmax activation function is slightly better for FDNN, while sigmoid activation function gives significantly better results for CNN.

Another interesting fact regarding to these results is that the approaches no. 1 - 3 have comparable precision and recall, while the best performing method no. 4 has significantly better precision than recall ($\Delta \sim 4\%$).

This table further shows that three individual neural networks outperform the baseline approach.

<table>
<thead>
<tr>
<th>No.</th>
<th>Network/activation</th>
<th>Prec.</th>
<th>Recall</th>
<th>$F1$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>FDNN softmax</td>
<td>84.4</td>
<td>82.1</td>
<td>83.3</td>
</tr>
<tr>
<td>2.</td>
<td>sigmoid</td>
<td>83.0</td>
<td>81.2</td>
<td>82.1</td>
</tr>
<tr>
<td>3.</td>
<td>CNN softmax</td>
<td>80.6</td>
<td>80.8</td>
<td>80.7</td>
</tr>
<tr>
<td>4.</td>
<td>sigmoid</td>
<td>86.3</td>
<td>81.9</td>
<td>84.1</td>
</tr>
<tr>
<td></td>
<td>Baseline [17]</td>
<td>89.0</td>
<td>75.6</td>
<td>81.7</td>
</tr>
</tbody>
</table>

Table 1: Results of the individual nets with sigmoid and softmax activation functions against the baseline approach

Error Analysis To confirm the potential benefits of the combination we analyze the errors of the individual nets. As already stated, we assume that different classifiers retain different information and thus they should bring different types of errors which could be compensated by a combination. Following analysis shows the numbers of incorrectly identified documents for two categories. We present the numbers of errors for all individual classifiers and compare it with the combination of all classifiers.

The upper part of Figure 4 is focused on the most frequent class - politics. The graph shows that the numbers of errors produced by the individual nets are comparable. However, the networks make errors on different documents and only few ones (384 from 2221 are common for all the nets.

The lower part of Figure 4 is concentrated on the less frequent class - chemical industry. This analysis demonstrates that the performances of the different nets significantly differ, the sigmoid activation function is substantially better than the softmax and the different nets provide also different types of errors. The number of the common errors is 49 (from 232 in total).

To conclude, both analysis clearly confirm our assumption that the combination should be beneficial for improvement of the results of the individual nets.

### 4.4 Results of Unsupervised Combinations

The second experiment shows (see Table 2) the results of Averaged thresholding method. These results confirm our assumption that the different nets keep complementary information and that it is useful to combine them. This experiment further shows that the combination of the nets with lower scores (particularly with net no. 2) can degrade the final classification score (e.g. combination 1 & 2 vs. individual net no. 1).

Another interesting, somewhat surprising, observation is that the CNN with the lowest classification accuracy can have some positive impact to the final classification...
Figure 4: Error analysis of the individual nets for the most frequent (top, politics) and for the less frequent (bottom, chemical industry) classes, numbers of incorrectly identified documents in brackets

Table 2: Combinations of nets by *Averaged thresholding*

<table>
<thead>
<tr>
<th>Net combi.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>83.0</td>
<td>82.4</td>
<td>82.7</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>83.2</td>
<td>84.6</td>
<td>83.9</td>
</tr>
<tr>
<td>1 &amp; 4</td>
<td>85.7</td>
<td>84.3</td>
<td>85.0</td>
</tr>
<tr>
<td>2 &amp; 3</td>
<td>86.2</td>
<td>79.6</td>
<td>82.8</td>
</tr>
<tr>
<td>2 &amp; 4</td>
<td>84.9</td>
<td>83.5</td>
<td>84.2</td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>87.3</td>
<td>81.7</td>
<td>84.4</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3</td>
<td>84.8</td>
<td>81.9</td>
<td>83.3</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 4</td>
<td>90.1</td>
<td>79.6</td>
<td>84.5</td>
</tr>
<tr>
<td>1 &amp; 3 &amp; 4</td>
<td>86.7</td>
<td>83.5</td>
<td>85.1</td>
</tr>
<tr>
<td>2 &amp; 3 &amp; 4</td>
<td>89.3</td>
<td>80.5</td>
<td>84.6</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3 &amp; 4</td>
<td>89.7</td>
<td>80.5</td>
<td>84.9</td>
</tr>
</tbody>
</table>

(e.g. combination 1 & 3). However, the FDNN no. 2 (with significantly better results) brings only very small positive impact to any combination.

The next experiment which is depicted in Table 3 deals with the results of the second unsupervised combination method, *Majority voting with thresholding*. Note, that we consider an agreement of at least one half of the classifiers to obtain unambiguous results. Therefore, we evaluated the combinations of at least three networks.

This table shows that this combination approach brings also positive impact on the classification and that sigmoid activation function brings better results than softmax. This

Table 3: Combinations of the nets by *Majority voting with thresholding*

<table>
<thead>
<tr>
<th>Net combi.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2 &amp; 3</td>
<td>86.1</td>
<td>82.9</td>
<td>84.6</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 4</td>
<td>87.5</td>
<td>82.6</td>
<td>85.0</td>
</tr>
<tr>
<td>1 &amp; 3 &amp; 4</td>
<td>86.5</td>
<td>82.9</td>
<td>84.6</td>
</tr>
<tr>
<td>2 &amp; 3 &amp; 4</td>
<td>86.9</td>
<td>82.7</td>
<td>84.8</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3 &amp; 4</td>
<td>84.1</td>
<td>85.7</td>
<td>84.9</td>
</tr>
</tbody>
</table>

4.5 Results of Supervised Combinations

The following experiments show the results of the supervised combination method with an FNN (see Sec 3.2). We have evaluated and compared the nets with both sigmoid (see Table 4) and softmax (see Table 5) activation functions.

These tables show that these combinations have also positive impact on the classification and that sigmoid activation function brings better results than softmax. This

Table 4: Combinations of the nets by *FNN with sigmoid*

<table>
<thead>
<tr>
<th>Net combi.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>86.1</td>
<td>82.1</td>
<td>83.4</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>85.4</td>
<td>81.6</td>
<td>83.3</td>
</tr>
<tr>
<td>1 &amp; 4</td>
<td>86.3</td>
<td>82.2</td>
<td>84.4</td>
</tr>
<tr>
<td>2 &amp; 3</td>
<td>85.4</td>
<td>80.9</td>
<td>83.1</td>
</tr>
<tr>
<td>2 &amp; 4</td>
<td>86.1</td>
<td>82.0</td>
<td>84.0</td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>86.7</td>
<td>81.3</td>
<td>83.9</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3</td>
<td>85.0</td>
<td>82.7</td>
<td>83.9</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 4</td>
<td>85.7</td>
<td>83.2</td>
<td>84.4</td>
</tr>
<tr>
<td>1 &amp; 3 &amp; 4</td>
<td>85.8</td>
<td>83.3</td>
<td>84.5</td>
</tr>
<tr>
<td>2 &amp; 3 &amp; 4</td>
<td>85.6</td>
<td>82.9</td>
<td>84.3</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3 &amp; 4</td>
<td>85.7</td>
<td>83.6</td>
<td>84.6</td>
</tr>
</tbody>
</table>

Table 5: Combinations of the nets by *FNN with softmax*

<table>
<thead>
<tr>
<th>Net combi.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>85.3</td>
<td>81.6</td>
<td>83.4</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>85.4</td>
<td>81.8</td>
<td>83.6</td>
</tr>
<tr>
<td>1 &amp; 4</td>
<td>86.3</td>
<td>82.6</td>
<td>84.4</td>
</tr>
<tr>
<td>2 &amp; 3</td>
<td>85.4</td>
<td>80.9</td>
<td>83.1</td>
</tr>
<tr>
<td>2 &amp; 4</td>
<td>86.1</td>
<td>82.0</td>
<td>84.0</td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>86.7</td>
<td>81.3</td>
<td>83.9</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3</td>
<td>85.0</td>
<td>82.7</td>
<td>83.9</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 4</td>
<td>85.7</td>
<td>83.2</td>
<td>84.4</td>
</tr>
<tr>
<td>1 &amp; 3 &amp; 4</td>
<td>85.8</td>
<td>83.3</td>
<td>84.5</td>
</tr>
<tr>
<td>2 &amp; 3 &amp; 4</td>
<td>85.6</td>
<td>82.9</td>
<td>84.3</td>
</tr>
<tr>
<td>1 &amp; 2 &amp; 3 &amp; 4</td>
<td>85.7</td>
<td>83.6</td>
<td>84.6</td>
</tr>
</tbody>
</table>
is a similar behaviour as in the case of the individual
nets. Moreover, as supposed, this supervised combina-
tion slightly outperforms both previously described unsu-
pervised methods.

4.6 Final Results Analysis

Finally, we analyze the results for the different document
types. The main criterion was the number of the document
labels. We assume that this number will play an important
role for classification and intuitively, the documents with
less labels will be easier to classify. We thus divided the
documents into five distinct classes according to the num-
ber of labels (i.e. the documents with one, two, three and
four labels and the remaining documents). Then, we tried
to determine an optimal threshold for every class and re-
port the F-measure. This value is compared to the results
obtained with global threshold identified previously (one
threshold for all documents).

The results of this analysis are shown in Figure 5. We
have chosen two representative cases to analyze, the indi-
vidual FDNN with softmax (left side) and the combination
by Averaged thresholding method (right side). The adap-
tive threshold means that the threshold is optimized for
each group of documents separately. The fixed threshold
is the one that was optimized on the development set. This
figure confirms our assumption. The best classification re-
sults are for the documents with one label and then they
decrease. Moreover, this analysis shows that this num-
ber plays a crucial role for document classification for all
cases. Hypothetically, if we could determine the number
of labels for a particular document before the thresholding,
we could improve the final F-measure by 1.5%.

4.7 Results on English Corpus

This experiment shows results of our methods on the fre-
cently used Reuters-21578 corpus. We present the results
on English dataset mainly for comparison with other state-
of-the-art methods while we cannot provide such compari-
on on Czech data. Table 6 shows the performance of pro-
posed models on the benchmark Reuters-21578 dataset. The
bottom part of the table provides comparison with other state-of-the-art methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP/softmax</td>
<td>89.08</td>
<td>80.6</td>
<td>85.0</td>
</tr>
<tr>
<td>MLP/sigmoid</td>
<td>89.6</td>
<td>82.7</td>
<td>86.0</td>
</tr>
<tr>
<td>CNN/softmax</td>
<td>87.8</td>
<td>84.1</td>
<td>85.9</td>
</tr>
<tr>
<td>CNN/sigmoid</td>
<td>89.4</td>
<td>81.3</td>
<td>85.2</td>
</tr>
<tr>
<td>Supervised combi</td>
<td>91.4</td>
<td>84.1</td>
<td>87.6</td>
</tr>
<tr>
<td>$NN_{AD}$ [1]</td>
<td>90.4</td>
<td>83.4</td>
<td>86.8</td>
</tr>
<tr>
<td>$BP - MLL_{TAD}$</td>
<td>84.2</td>
<td>84.2</td>
<td>84.2</td>
</tr>
<tr>
<td>$BR_{R}$ [22]</td>
<td>89.8</td>
<td>86.0</td>
<td>87.9</td>
</tr>
</tbody>
</table>

The experimental results have confirmed our assump-
tion that the different nets keep different information.
Therefore, it is useful to combine them to improve the clas-
sification score of the individual nets. We have also proved
that the thresholding is a good method to assign the docu-
ment labels of multi-label classification. We have further
shown that the results of all the approaches are compa-
rable. However, the best combination method is the su-
pervised one which uses an FNN with sigmoid activation
function. The F-measure on Czech is 85.3% while the best
result for English is 87.6%. Results on both languages are
thus at least comparable with the state of the art.

One perspective for further work is to improve the com-
bination methods while the error analysis has shown that there is still some room for improvement. We have also shown that knowing the number of classes could improve the result. Another perspective is thus to build a classifier with thresholds dependent on the number of labels.
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Abstract: The paper introduces Treex CR, a coreference resolution (CR) system not only for Czech. As its name suggests, it has been implemented as an integral part of the Treex NLP framework. The main feature that distinguishes it from other CR systems is that it operates on the tectogrammatical layer, a representation of deep syntax. This feature allows for natural handling of elided expressions, e.g., unexpressed subjects in Czech as well as generally ignored English anaphoric expression – relative pronouns and zeros. The system implements a sequence of mention ranking models specialized at particular types of coreferential expressions (relative, reflexive, personal pronouns etc.). It takes advantage of rich feature set extracted from the data linguistically preprocessed with Treex. We evaluated Treex CR on Czech and English datasets and compared it with other systems as well as with modules used in Treex so far.

1 Introduction

Coreference Resolution (CR) is a task of discovering coreference relations in a text. Coreference connects mentions of the same real-world entity. Knowing coreference relations may help in understanding the text better, and thus it can be used in various natural language processing applications including question answering, text summarization, and machine translation.

Most of the works on CR have focused on English. In English, a mention almost always corresponds to a chunk of actual text, i.e. it is expressed on the surface. But Czech, for instance, is a different story. Czech is a typical example of pro-drop languages. In other words, a pronoun in the subject position is usually dropped as it is in the following example: “Honza miluje Márii. Taky ZERO-on miluje pivo.” (“John loves Mary. He also loves beer”) If we ignored Czech subject zeros, we would not be able to extract a lot of information encoded in the text.

But subject zeros are not the only coreferential expression that may be dropped from the surface. Indeed, such zero mentions may appear even in the language where one would not expect them. For instance, the following English sentence does not express the relative pronoun: “John wants the beer <ZERO-that> Mary drinks.”

This paper presents the Treex Coreference Resolver (Treex CR). It has been primarily designed with focus on

\footnote{1}It is freely available at https://github.com/ufal/treex

resolution in Czech texts. Therefore, Treex CR naturally supports coreference resolution of zero mentions.

The platform that ensures this and that our system operates on is called tectogrammatical layer, a deep syntax representation of the text. It has been proposed in the theory of Prague tectogrammarics [32]. The tectogrammatical layer represents a sentence as a dependency tree, whose nodes are formed by content words only. All the function and auxiliary words are hidden in a corresponding content node. On the other hand, the tectogrammatical tree can represent a content word that is unexpressed on the surface as a full-fledged node.

T-layer is also the place where coreference is represented. A generally used style of representing coreference is by co-indexing continuous chunks of surface text. Tectogrammarics adopts a different style. A coreference link always connects two tectogrammatical nodes that represent mentions’ heads. Unlike the surface style, tectogrammarics does not specify a span of the mention, though. Such representation should be easier for a resolver to handle as the errors introduced by wrong identification of mention boundaries are eliminated. On the other hand, for some mentions it may be unclear what its head is.\footnote{2}

At this point, let us introduce the linguistic terminology that we use in the rest of the paper. Multiple coreferential mentions form a chain. Splitting the chain into pairs of mentions, we can adopt the terminology used for a related phenomena – anaphoric relations. The anaphoric relation connects the mention which depends upon another mention used in the earlier context.\footnote{3} The later mention is denoted as the anaphor while the earlier mention is called the antecedent.

This work is motivated by cross-lingual studies of coreferential relations. We thus concentrate mostly on pronouns and zeros, which behave differently in distant languages, such as Czech and English.\footnote{4} Coreference of nominal groups is not in the scope of this work because it is less interesting from this perspective.

However, Treex CR is still supposed to be a standard coreference resolver. We thus compare its performance with three coreference resolvers from the Stanford Core...
NLP toolkit, which are the current and former state-of-the-art systems for English. Since we evaluate all the systems on two datasets using the measure that may focus on specific anaphor types, this work also offers a non-traditional comparison of established systems for English.

2 Related Work

Coreference resolution has experienced evolution typical for most of the problems in natural language processing. Starting with rule-based approaches (summarized in [20]), the period of supervised (summarized in [23]) and unsupervised learning methods (e.g. [6] and [15]) followed. This period has been particularly colorful, having defined three standard models for CR and introduced multiple adjustments of system design. For instance, our Treex CR system implements some of them: mention-ranking model [10], joint anaphority detection and antecedent selection, and specialized models [11]. A recent tsunami of deep neural network appears to be a small wave in the field of research on coreference. Neural Stanford system [8] set a new state of the art, yet the change of direction has not been as rapid and massive as for the other, more popular, topics, e.g. machine translation.

The evolution of CR for Czech proceeded in a similar way. It started during the annotation work on Prague Dependency Treebank 2.0 [16, PDT 2.0] and a set of deterministic filters for personal pronouns proposed by [17], followed by a rule-based system for all coreferential relations annotated in PDT 2.0 [24]. Release of the first coreference-annotated treebank opened the door for supervised methods. A supervised resolver for personal pronouns and subject zeros [25] is the biggest inspiration for the present work. We use a similar architecture implementing multiple mention-ranking models [10] specialized on individual anaphor types [11]. Unlike [25], we use a richer feature set and extend the resolver also to other anaphor types.

Moreover, we rectify a fundamental shortcoming of all these coreference resolvers for Czech – the experiments with them were conducted on the manual annotation of tectogrammatical layer. In this way, the systems could take advantage of gold syntax or disambiguated genders and numbers. While the rule-based system [24] reports around 99% F-score on relative pronouns, fair evaluation of a similar method but run on automatic tectogrammatical annotation reports only 57% F-score (see Table 2). If the system uses linguistically pre-processed data, the preprocessing must always be performed automatically.

3 System Architecture

Treex Coreference Resolver has been developed as an integral part of the Treex framework for natural language processing [29]. Treex CR is a unified solution for finding coreferential relations on the t-layer. For that reason, it requires the input texts to be automatically pre-processed up to this level of linguistic annotation. The system is based on machine learning, thus making all the components fully trainable if the appropriate training data is available. Up to now, the system has been build for Czech, English, Russian and German.\textsuperscript{5} In this paper, we focus only on its implementation for Czech and English.

3.1 Preprocessing to a Tectogrammatical Representation

Before coreference resolution is carried out, the input text must undergo a thorough analysis producing a tectogrammatical representation of its sentences. Treex CR cannot process a text that has not been analyzed this way. Input data must comply with at least basics of this annotation style. The text should be tokenized and labeled with part-of-speech tags in order for the resolver to focus on nouns and pronouns as mention candidates. However, the real power of the system lies in exploiting rich linguistic annotation that can be represented by tectograms.

Czech and English analysis. We make use of rich pipelines for Czech and English available in the Treex framework, previously applied for building the Czech-English parallel treebank CzEng 1.6 [4].

Sentences are first split into tokens, which is ensured by rule-based modules. Subsequently, the tokens are enriched with morphological information including part-of-speech tag, morphological features as well as lemmas. Whereas in English, the Morče tool [33] is used to collect part-of-speech tags, followed by a rule-based lemmatizer, the Czech pipeline utilizes the MorphoDiTa tool [34] to obtain all.

A dependency tree is build on top of this annotation, using MST parser [19] and its adapted version [28] for English and Czech, respectively. Named entity recognition is carried out by the NameTag [35] tool in both languages.

The NADA tool [3] is applied to help distinguish referential and non-referential occurrences of the English pronoun “it”. Every occurrence is assigned a probability estimate based on n-gram features.

Transition from a surface dependency tree to the tectogrammatical one consists of the following steps. As tectogrammatical nodes correspond to content words only, function words such as prepositions, auxiliary verbs, particles, punctuation must be hidden. Morpho-syntactic information is transferred to tectogrammatical layer by two channels: (i) morpho-syntactic tags called formemes [13] and (ii) features of deep grammar called grammatemes. All nodes are then subject to semantic role labeling assigning them roles such as Actor and Patient, and linking of verbs to items in Czech valency dictionary [12].

\textsuperscript{5}Russian and German version has been trained on automatic English coreference labeling projected to these languages through a parallel corpus. See [27] for more details.
**Reconstructing zeros.** To mimic the style of tectogrammatical annotation in automatic analysis, some nodes that are not present on the surface must be reconstructed. We focus on cases that directly relate to coreference. Such nodes are added by heuristics based on syntactic structures.

*Subject zeros* are the most prominent anaphoric zeros in Czech. A subject is generated as a child of a finite verb if it has no children in subject position or in nominative case. Grammatical person, number and gender are inferred from a form of the verb.

Perhaps surprisingly, English uses zeros as well. The coreferential ones can be found in *relative clauses* (see the example in Section 1) and *non-finite verbal constructions*, e.g. in participles and infinitives. We seek for such constructions and add a zero child with a semantic role corresponding to the type of the construction. This work extends the original Treex module for English zeros’ generation, which addressed only infinitives.

### 3.2 Model design

Treex CR models coreference in a way to be easily optimized by supervised learning. Particularly, we use logistic regression with stochastic gradient descent optimization implemented in the Vowpal Wabbit toolkit. Design of the model employs multiple concepts that have proved to be useful and simple at the same time.

**Mention-ranking model.** Given an anaphor and a set of antecedent candidates, *mention-ranking* models [10] are trained to score all the candidates at once. Competition between the candidates is captured in the model. Every antecedent candidate describes solely the actual mention. It does not represent a possible cluster of coreferential mentions built up to the moment.

Antecedent candidates for an anaphor are selected from the context window of a predefined size. This is done only for the nodes satisfying simple morphological criteria (e.g. nouns and pronouns). Both the window size and the filtering criteria can be altered as hyperparameters.

**Joint anaphoricity detection and antecedent selection.** What we denote as an anaphor in the model is, in fact, an anaphor candidate. There is no preprocessing that would filter out non-referential anaphor candidates. Instead, both decisions, i.e. (i) to determine if the anaphor candidate is referential and (ii) to find the antecedent of the anaphor, are performed in a single step. This is ensured by adding a fake “antecedent” candidate representing solely the anaphor candidate itself. By selecting this candidate, the model labels the anaphor candidate as non-referential.

A *cascade of specialized models*. Properties of coreferential relations are so diverse that it is worth modeling individual anaphor types rather separately than jointly as shown in [11]. For instance, while personal pronouns may refer to one of the previous sentences, the antecedent of relative and reflexive pronouns always lies in the same sentence. By representing coreference of these expressions separately in multiple specialized models, the abovementioned hyperparameters can be adjusted to suit the particular anaphor type. Processing of these anaphor types may be sorted in a cascade so that the output of one model might be taken into account in the following models. Currently, we do not take advantage of this feature, though. Models are thus independent on each other and can be run in any ordering.

### 3.3 Feature extraction

The preprocessing stage (see Section 3.1) enriches a raw text with substantial amount of linguistic material. Feature extraction stage then uses this material to yield *features* consumable by the learning method. In addition, Vowpal Wabbit, the learning tool we use, supports grouping features into namespaces. The tool may introduce combinations of features as a Cartesian product of selected namespaces and thus massively extend the space of features. This can be controlled by hyperparameters to Vowpal Wabbit.

Features used in Treex CR can be categorized by their form. The categories differ in the number of input arguments they require. *Unary features* describe only a single node, either anaphor or antecedent candidate. Such features start with prefixes anaph and cand, respectively. *Binary features* require both the anaphor and the antecedent candidate for their construction. Specifically, they can be formed by agreement or concatenation of respective unary features, but they can generally describe any relation between the two arguments. Finally, *ranking features* need all the antecedent candidates along with the anaphor candidate to be yielded. Their purpose is to rank antecedent candidates with respect to a particular relation to an anaphor candidate.

Our features also differ by their content. They can be divided into three categories: (i) location and distance features, (ii) (deep) morpho-syntactic features, and (iii) lexical features. The core of the feature set was formed by adapting features introduced in [25].

**Location and distance features** Positions of anaphor and an antecedent in a sentence were inspired by [6]. Position of the antecedent is measured backward from the anaphor if they lie in the same sentence, otherwise it is measured forward from the start of the sentence. As for distance features, we use various granularity to measure distance between an anaphor and an antecedent candidate: number of sentences, clauses and words. In addition, an ordinal number of the current candidate antecedent among the others is
included. All location and distance features are bucketed into predefined bins.

**(Deep) morpho-syntactic features.** They utilize the annotation provided by part-of-speech taggers, parsers and tectogrammatical annotation. Their unary variants capture the mention head’s part-of-speech tag and morphological features, e.g. gender, number, person, case. As gender and number are considered important for resolution of pronouns, we do not rely on their disambiguation and work with all possible hypotheses. We do the same for some Czech words that are in nominative case but disambiguation labeled them with the accusative case. Such case is a typical source of errors in generating a subject zero as it fills a missing nominative slot in the governing verb’s valency frame. To discover potentially spurious subject zeros, we also inspect if the verb has multiple arguments in accusative and if the argument in nominative is refused by the valency, as it is in the phrase “Zdá se mi, že…” (“It seems to me that…”). Furthermore, the unary features contain (deep) syntax features including its dependency relation, semantic role, and formeme. We exploit the structure of the syntactic tree as well, extracting some features from the mention head’s parent.

Many of these features are combined to binary variants by agreement and concatenation. Heuristics used in original Treex modules for some anaphor types gave birth to another pack of binary features. For instance, the feature indicating if a candidate is the subject of the anaphor’s clause should target coreference of reflexive pronouns. Similarly, signaling whether a candidate governs the anaphor’s clause should help with resolution of relative pronouns.

**Lexical features** Lemmas of the mentions’ heads and their parents are directly used as features. Such features may have an effect only if built from frequent words, though. By using them with an external lexical resource, this data sparsity problem can be reduced.

Firstly, we used a long list of noun-verb collocations collected by [25] on Czech National Corpus [9]. Having this statistics, we can estimate how probable is that the anaphor’s governing verb collocates with an antecedent candidate.

Another approach to fight data sparsity is to employ an ontology. Apart from an actual word, we can include all its hypernymous concepts from the hierarchy as features. We exploit WordNet [14] and EuroWordNet [38] for English and Czech, respectively.

To target proper nouns, we also extract features from tags assigned by named entity recognizers run during the preprocessing stage.

## 4 Datasets

We exploited two treebanks for training and testing purposes: Prague Dependency Treebank 3.0 [2, PDT] and Prague Czech-English Dependency Treebank 2.0 Coref [22, PCEDT] for Czech and English, respectively. Although PCEDT is a Czech-English parallel treebank, we used only its English side. Both treebanks are collections of newspaper and journal articles. In addition, they both follow the annotation principles of the theory of Prague tectogrammatics [32]. They also comprise a full-fledged manual annotation of coreferential relations.\(^7\)

**Training and evaluation test dataset** for Czech are formed by PDT sections train-*, and etest, respectively. As for English, these two datasets are collected from PCEDT sections 00-18 and 22-24, respectively.\(^8\)

In addition, we used the official testset for CoNLL 2012 Shared Task to evaluate English systems [31]. This dataset has been sampled from the OntoNotes 5.0 [30] corpus. OntoNotes, and thus CoNLL 2012 testset as well, differ from the two treebanks in the following main aspects: (i) coreference is annotated on the surface, where mentions of the same entity are co-indexed spans of consecutive words, (ii) it contains no zeros and relative pronouns are not annotated for coreference.\(^9\) These differences must be reflected when evaluating on this dataset (see Section 5).

A basic statistics collected on these datasets is shown in Table 1. The anaphor types treated by Treex CR cover around 50% and 25-30% of all anaphors in English and Czech tectogrammatical treebanks, respectively. The main reason of the disproportion is that we did not include Czech non-subject zeros to the collection (class Zero). Czech subject zeros are merged to a common class with personal and possessive pronouns in 3rd person (class SzPP3), as they are trained in a joint model (see Section 5). Due the same reason, English personal and possessive pronouns in 3rd person form a common class PP3. As the CoNLL 2012 testset has no annotation of relative pronouns and zeros, Treex CR covers 30% of all the anaphors.

<table>
<thead>
<tr>
<th>Czech</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Eval test</td>
</tr>
<tr>
<td>sents</td>
<td>38k</td>
</tr>
<tr>
<td>words</td>
<td>652k</td>
</tr>
<tr>
<td>t-nodes</td>
<td>528k</td>
</tr>
<tr>
<td>anaph</td>
<td>92k</td>
</tr>
<tr>
<td>Relative</td>
<td>7.2k</td>
</tr>
<tr>
<td>Reflexive</td>
<td>3.4k</td>
</tr>
<tr>
<td>PP3</td>
<td>–</td>
</tr>
<tr>
<td>SzPP3</td>
<td>12k</td>
</tr>
<tr>
<td>Zero</td>
<td>–</td>
</tr>
<tr>
<td>Other</td>
<td>70k</td>
</tr>
</tbody>
</table>

Table 1: Basic statistics of used datasets. The class SzPP3 stands for 3rd person subject zeros, personal and possessive pronouns, while the class PP3 excludes subject zeros.

\(^7\)See [21] for more information on coreference annotation.

\(^8\)During development of our system, we employed the rest of the treebanks’ data as development test dataset for intermediate testing.

\(^9\)Reasons for ignoring relative pronouns in OntoNotes are unclear. They might be seen as too tied up with rules of grammar and syntax that annotation of such cases is too unattractive to deal with.
5 Experiments and Evaluation

Our system uses two specialized models for relative and reflexive pronouns in both languages. The Czech system in addition contains a joint model for subject zeros, personal and possessive pronouns in 3rd person (denoted as S2PP3). The English system contains two more models: one for personal and possessive pronouns in 3rd person (denoted as PP3) and another one for zeros.

Systems to compare. To show performance of Treex CR in a context, we evaluated multiple other systems on the same data. Since currently there is no other publicly available system for Czech to our knowledge, we compare it with the original Treex set of modules for coreference. The set consists of rule-based modules for relative and reflexive pronouns, and a supervised model for SzPP3 mentions. It has been previously used for building a Czech-English parallel treebank CzEng 1.0 [5].

We also report performance of the English predecessor of Treex CR used to build CzEng 1.0. It comprises a rule-based module for relative pronouns and zeros, and a joint supervised model for reflexives and PP3 mentions. In addition, we include the Stanford Core NLP toolkit to the evaluation. It contains three approaches to full-fledged CR that all claimed to improve over the state of the art at the time of their release: deterministic [18], statistical [7], and neural [8]. In fact, the neural system has not been outperformed, yet.

Stanford Core NLP predicts surface mentions, which is not compatible with the evaluation schema designed for tectogrammatical trees. The surface mentions thus must be transformed to the tectogrammatical style of coreference annotation, i.e. the mention heads must be connected with links. We may use the information on mention heads provided by the Stanford system itself. However, by using this approach results we observed completely contradictory results on different datasets. Manual investigation on a sample of the data revealed that often the Stanford system in fact identified a correct antecedent mention, but selected a head different to the one in the data. Most of these cases, e.g. company names like “McDonald’s Corp.” or “Walt Disney Co.”, have no clear head, though. Therefore, we decided to use the gold tectogrammatical tree to identify the head of the mention labeled by the Stanford system. Even though employing gold information for system’s decision is a bad practice, here it should not affect the result so much and we use it only for the third-party systems, not for our Treex CR.

Evaluation measure. Standard evaluation metrics (e.g. MUC [37], B3 [1]) are not suitable for our purposes as they do not allow for scoring only a subset of mentions. Instead, we use a measure similar to scores proposed by [36]. For an anaphor candidate $a_i$, we increment the three following counts:

- $true(a_i)$ if $a_i$ is anaphoric in the gold annotation,
- $pred(a_i)$ if the CR system claims $a_i$ is anaphoric,
- $both(a_i)$ if both the system and gold annotation claim $a_i$ is anaphoric and the antecedent found by the system belongs to the transitive closure of all mentions coreferential with $a_i$ in the gold annotation.

After aggregating these counts over all anaphor candidates, we compute the final Precision, Recall and F-score as follows:

$$P = \sum_{a} \frac{both(a_i)}{pred(a_i)} \quad R = \sum_{a} \frac{both(a_i)}{true(a_i)} \quad F = \frac{2PR}{P+R}$$

To evaluate only a particular anaphor type, the aggregation runs over all anaphor candidates of the given type.

The presented evaluation schema, however, needs to be adjusted for the CoNLL 2012 dataset. As mentioned in Section 4, in this dataset relative pronouns are not considered coreferential and zeros are missing at all. As a result, a system that marks such expressions as antecedents would be penalized. We thus apply the following patch specifically for the CoNLL 2012 dataset to rectify this issue. If the predicted antecedent is a zero or a relative pronoun, instead of using it directly we follow the predicted coreferential chain until the expression outside of these two categories is met. The found expression is then used to calculate the counts, as described above. If no such expression is found, the direct antecedent is used, even if it is a zero or a relative pronoun.

All the scores presented in the rest of the paper are F-scores.

Results and their analysis. Table 2 shows results of evaluation on the Czech data. The Czech version of Treex CR succeeded in its ambition to replace the modules used in Treex until now. It significantly\footnote{Significance has been calculated by bootstrap resampling with a confidence level 95%.} outperformed the baseline for each of the anaphor type, with the overall score by 13 percentage points higher. The jump for relative pronouns was particularly high.

The analysis of improved examples for this category shows that apart from the syntactic principles used in the rule-based module, it also exploits other symptoms of
Table 3: F-scores of English coreference resolvers measured on all anaphor types both separately and altogether. The type PP3 denotes personal and possessive pronouns in 3rd person.

<table>
<thead>
<tr>
<th></th>
<th>PCEDT Eval</th>
<th>CoNLL 2012 test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative</td>
<td>Reflexive</td>
</tr>
<tr>
<td>Count</td>
<td>842</td>
<td>49</td>
</tr>
<tr>
<td><strong>Stanford</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>deterministic</td>
<td>1.16</td>
<td>55.67</td>
</tr>
<tr>
<td>statistical</td>
<td>0.00</td>
<td>63.74</td>
</tr>
<tr>
<td>neural</td>
<td>0.00</td>
<td>70.97</td>
</tr>
<tr>
<td><strong>Treex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CzEng 1.0</td>
<td>70.64</td>
<td>65.93</td>
</tr>
<tr>
<td>Treex CR</td>
<td>75.99</td>
<td><strong>81.63</strong></td>
</tr>
</tbody>
</table>

Results of evaluation on the English data are highlighted in Table 3. Similarly to the Czech system, the English version of Treex CR outperforms its predecessor in Treex by a large margin of 15 percentage points on the PCEDT Eval testset. Most of it stems from a large improvement on the biggest class of anaphors, zeros. Unlike for Czech relative pronouns, the supervised CR is not the only reason for this leap. It largely results from the extension that we made to the method for adding zero arguments of non-finite clauses (see Section 3.1). Consequently, the coverage of these nodes compared to their gold annotation rose from 34% to 80%. Comparing these two versions of the Treex system on the CoNLL 2012 testset, we see a different picture. The systems’ performances are more similar, the baseline system for PP3 even slightly outperforms the new Treex CR.

As for the comparison with the Stanford systems, we should not look at the scores aggregated over all the anaphor types under scrutiny, because Stanford systems apparently do not address zeros and relative pronouns. In fact, the Stanford systems try to reconstruct coreference as it is annotated in OntoNotes 5.0. In the future work, we would like to use Treex CR in cross-lingual coreference resolution, where the system is applied on parallel corpus and thus it may take advantage of both languages.

6 Conclusion

We described Treex CR, a coreference resolver not only for Czech. The main feature of the system is that it operates on the tectogrammatical layer, which allows it to address also coreference of zeros. The system uses a supervised model, supported by a very rich set of linguistic features. We presented modules for processing Czech and English and evaluated them on several datasets. For comparison, we conducted the evaluation with the predecessors of Treex CR and three versions of the Stanford system, one of which was a state-of-the-art neural resolver for English. Our system seems to have outperformed the baseline system on Czech. On English, although it could not outperform the best approaches in the Stanford system, its performance is high enough to be used in future experiments. Furthermore, it may be used for resolution of anaphor types that are ignored by most of the coreference resolvers for English, i.e. relative pronouns and zeros.

In the future work, we would like to use Treex CR in cross-lingual coreference resolution, where the system is applied on parallel corpus and thus it may take advantage of both languages.
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Abstract: We present MonoTrans, a statistical machine translation system which only uses monolingual source language and target language data, without using any parallel corpora or language-specific rules. It translates each source word by the most similar target word, according to a combination of a string similarity measure and a word frequency similarity measure. It is designed for translation between very close languages, such as Czech and Slovak or Danish and Norwegian. It provides a low-quality translation in resource-poor scenarios where parallel data, required for training a high-quality translation system, may be scarce or unavailable. This is useful e.g. for cross-lingual NLP, where a trained model may be transferred from a resource-rich source language to a resource-poor target language via machine translation. We evaluate MonoTrans both intrinsically, using BLEU, and extrinsically, applying it to cross-lingual tagger and parser transfer. Although it achieves low scores, it does surpass the baselines by respectable margins.

1 Introduction

In machine translation (MT), the most common and most successful approach is to train a translation model from parallel text corpora, i.e. from a set of bilingual sentence pairs with corresponding meanings. This approach was pioneered by the IBM models [2], which led to the development of many phrase-based MT systems, with Moses [8] being the most well-known and wide-spread one. In recent years, Neural MT [1] is taking the lead, with one of the main representatives being Nematus [15]. Still, all of these systems rely on parallel corpora as the key resource.

Fortunately, parallel text corpora are a naturally occurring resource. They can be mined from film subtitles, book translations, documents published by international institutions, software localization data, etc. Probably the largest freely available collection of parallel data is Opus [18], providing parallel corpora for roughly 100 languages for download, comprising many smaller preexisting collections. However, rough estimates of the number of world languages are in thousands, which means that for the vast majority of existing languages, parallel data are not available easily, or not available at all.

A common feature of language that is not usually exploited in main-stream MT, is interlingual word similarity. Typically, the systems treat the source language words and the target language words completely independently, usually by representing each word with a unique identifier, with source word identifiers and target word identifiers belonging to different domains. Only in case of out-of-vocabulary source words (OOVs), which are not part of the available source language vocabulary and therefore cannot be translated by the system, approaches that do acknowledge potential interlingual word similarity are sometimes applied, such as transliteration by a character-based translation model [4]; although, in most cases, OOVs are simply left untranslated.2

In our work, we create a data-driven MT system for very close languages, based on utilizing only monolingual corpora and a set of heuristics with a high level of language independence. In this way, we target languages which are very low on available resources: the only resource we require for both the source and the target language is a plaintext monolingual corpus, i.e. any text written in that language (even a short one). Arguably, this is the lowest possible requirement to perform any text-based processing of a language: at least a textual input must be available, otherwise there is nothing to process. The key assumption behind our approach is that corresponding words often have the following two properties:

- They are similar on the character level, i.e. the string similarity of the source word and the corresponding target word is often high.
- They appear in the language with a similar frequency, i.e. the frequency of the source word in a source language corpus and the frequency of the target word in a target language corpus is usually similar.

While these assumptions obviously do not hold in general, we believe that they are mostly valid in case of very close languages (such as Czech and Slovak or Danish and Norwegian, which we use in our evaluation).

Our general approach to translating a given source language word is to look through all of the target words present in our corpus, and to return the most similar one

2This can also be understood as a very rough way of acknowledging interlingual word similarity, in the sense that it is implicitly assumed that the unknown source word may happen to be also used in the target language in an identical form. This assumption may often be true, especially in case of named entities, which constitute a major share of OOVs. Still, even in such cases, transliteration or similar transformations may be necessary to obtain the correct target word form.
as the most probable translation, based on the two dimensions of similarity noted above and described in detail in Section 3.

In practice, an exhaustive search over the full target vocabulary is not viable. Therefore, we introduce a number of heuristics to speed up the search, and describe the whole translation process, in Section 4.

In Section 5.1, we evaluate MonoTrans intrinsically with BLEU [12]. As could be expected, our method delivers a very low quality translation, far beyond the best reported translation scores for the evaluated language pairs. However, our focus is on scenarios where none of the better-performing approaches are applicable, as neither parallel data nor a rule-based translation system are available. In that regard, the only baseline for us is to leave the text untranslated, which we surpass by large margins.

The quality of MonoTrans translation is too low to be useful when targeting humans; moreover, for a speaker of the target language, a similar close language is typically partially intelligible even without translation. In fact, it is exactly this partial cross-lingual intelligibility of similar languages, common with humans but generally inaccessible to machines, that we want to simulate with MonoTrans. We focus on the task of cross-lingual transfer of trained NLP tools, namely part-of-speech (POS) taggers and dependency parsers, where even a low-quality translation can provide the tools with a partial understanding of an unknown language and allow them to be applied to that language, even if their performance will inevitably be low. We evaluate MonoTrans extrinsically in this setup in Section 5.2.

## 2 Related Work

While being a stranger in a data-driven machine translation, interlingual word similarity has often been utilized in rule-based MT, in particular when translating between similar languages. While rule-based MT has generally been superseded by statistical MT, a number of fully rule-based or hybrid\(^1\) machine translation systems do exist, such as Apertium [5]; for an overview of MT systems for related languages, see e.g. [20]. Moreover, when focusing on special classes of words, such as technical terminology, systematic interlingual word similarity can be exploited even across very distant languages, such as Czech and English, as investigated already in [7]. However, these systems still require sets of language-specific rules, large bilingual dictionaries, and/or parallel corpora, to perform the end-to-end translation. To the best of our knowledge, devising a machine translation system for such a low-resource setting is rather unique.

The somewhat solitary work of Irvine and Callison-Burch [6] does go extraordinarily far in a similar direction to ours, estimating the correspondence of words based on a large number of predictors, including both orographic similarity and frequency similarity as we do,\(^4\) and also using contextual similarity, temporal similarity, topic similarity, etc. However, most of these predictors rely on at least small amounts of bilingual data, in the form of parallel corpora, bilingual dictionaries, and/or comparable corpora; some also require other meta data, such as segmentation of the data into documents, or a time stamp marking the date of creation of the text. In our work, we omit the predictors which require such additional data, and focus on fine-tuning the two most resource-light predictors instead – the string similarity and the frequency similarity.

There is also a handful of older work attempting to construct a bilingual lexicon and/or to perform machine translation without parallel corpora, most notably by Koehn and Knight [9], Persman and Padó [13], Ravi and Knight [14], and Vulić and Moens [21].

## 3 Interlingual Word Similarity

The key component of MonoTrans is a word similarity measure, composed of a string similarity \(\text{sim}_{sr}\), and a frequency similarity \(\text{sim}_{f}\); the string similarity is itself composed of a Jaro-Winkler-based similarity \(\text{sim}_{jw}\) and a length-based similarity \(\text{sim}_{l}\):

\[
\text{sim}(w_{src}, w_{tgt}) = \text{sim}_{sr}(w_{src}, w_{tgt}) \cdot \text{sim}_{f}(w_{src}, w_{tgt})
\]

\[
\text{sim}_{sr}(w_{src}, w_{tgt}) = \text{sim}_{jw}(w_{src}, w_{tgt}) \cdot \text{sim}_{l}(w_{src}, w_{tgt})
\]

(1)

where \(w_{src}\) and \(w_{tgt}\) are the source and target word, respectively. The following subsections provide detailed descriptions of each of these components.

### 3.1 Jaro-Winkler-Based Similarity

Our string similarity measure is based on the Jaro-Winkler (JW) similarity [22], which has an interesting property of giving more importance to the beginnings of the strings than to their ends. This nicely suits our setting, as in inflective languages, most of the inflection usually happens at the end of the word, while the beginning of the word tends to carry more of the lexical meaning. Thus, we expect the JW similarity to give more weight to the similarity of the meanings of the words than to the particular inflected forms in which they appear.\(^5\)

However, JW similarity does not account for a number phenomena that are common in interlingual word similarity. We believe the following two to be of the highest importance:

\(^1\)A hybrid MT system is a system which combines rule-based and statistical components.

\(^4\)Interestingly, the authors seem to use a measure of frequency similarity very close to ours, although the provided formula (4) seems to be inverted by mistake, measuring frequency dissimilarity instead.

\(^5\)From another perspective, we could say that JW similarity implicitly performs a simple soft stemming of its arguments.
diacritical marks tend to be cross-lingually inconsistent, and languages are usually intelligible even when diacritics are stripped from the text,

- consonants tend to carry more meaning than vowels and tend to be more cross-lingually consistent.

Therefore, we introduce two preprocessing steps that can be employed to simplify the word forms before the computation of the JW similarity: transliteration to ASCII, and devowelling.

The transliteration to ASCII, provided by the unidecode Python module, maps all characters into ASCII, trying to replace each non-ASCII character by one “near what a human with a US keyboard would choose”. However, it does not handle non-alphabetic scripts, such as Chinese or Japanese. We denote transliteration of a word \( w \) by \( T(w) \).

The devowelling strips all vowel characters, i.e. all characters that, after transliteration to ASCII, belong to the Chinese or Japanese. We denote devowelling of a word \( w \) by \( D(w) \).

The JW-based similarity \( \text{sim}_{jw} \) is then computed as a multiplication of several components:

\[
\text{sim}_{jw}(w_{src}, w_{tgt}) = \prod_{J \in \{jw, jwT, jwD, jwDT\}} \text{sim}_J(w_{src}, w_{tgt})
\]

The first component, \( \text{sim}_{jw} \), is the JW similarity without any preprocessing. However, as it is undefined for empty words (\( \epsilon \)), we modify it slightly:

\[
\text{sim}_{jw}(w_{src}, w_{tgt}) = \begin{cases} 
1 & \text{if } w_{tgt} = \epsilon \\
\frac{1 + \text{len}(w_{src})}{1 + \text{len}(w_{tgt})} & \text{if } w_{src} = \epsilon \\
\text{sim}_{jw}(w_{src}, w_{tgt}) & \text{otherwise}
\end{cases}
\]

where \( \text{len}(w) \) is the number of characters in word \( w \), and \( \text{sim}_{jw} \) is the Jaro-Winkler similarity provided by the pyjarowinkler Python module.\(^7\)

The following components are the JW similarity of transliterated words (\( \text{sim}_{jwT} \), the JW similarity of devowelled words (\( \text{sim}_{jwD} \)), and the JW similarity of transliterated and devowelled words (\( \text{sim}_{jwDT} \):

\[
\begin{align*}
\text{sim}_{jwT}(w_{src}, w_{tgt}) &= \text{sim}_{jw}(T(w_{src}), T(w_{tgt})) \\
\text{sim}_{jwD}(w_{src}, w_{tgt}) &= \text{sim}_{jw}(D(w_{src}), D(w_{tgt})) \\
\text{sim}_{jwDT}(w_{src}, w_{tgt}) &= \text{sim}_{jw}(D(T(w_{src})), D(T(w_{tgt})))
\end{align*}
\]

3.2 Length-Based Similarity

A target word that is significantly shorter or longer than a given source word is unlikely to be its translation; however, we found that the Jaro-Winkler similarity for such a pair of words is often too high. Therefore, we introduce an additional penalty for words that differ in length:

\[
\text{sim}'_{l}(w_{src}, w_{tgt}) = \frac{1}{1 + L \cdot |\text{len}(w_{src}) - \text{len}(w_{tgt})|}
\]

where \( \text{len}(w) \) is the length of word \( w \). The length importance \( L \) is used to put less weight on length similarity than on the other string similarity components; we use \( L = 0.2 \).

The length similarity is computed both on the original words as well as on their devowelled variants:

\[
\text{sim}'_{l}(w_{src}, w_{tgt}) \cdot \text{sim}'_{l}(D(w_{src}), D(w_{tgt}))
\]

3.3 Frequency Similarity

We expect corresponding words to appear with a similar frequency in the monolingual corpora. Of course, one of them may be several times more frequent than the other, but their frequencies should be similar at least in orders of magnitude. Thus, we compare the logarithms of the frequencies to calculate the similarity:

\[
\text{sim}'_{f}(w_{src}, w_{tgt}) = \frac{1}{1 + |\log(f_{w_{src}}) - \log(f_{w_{tgt}})|}
\]

The occurrence frequencies are computed from the monolingual corpora:

\[
f_{w_{corpus}} = \frac{\text{count}_{corpus}(w) + S}{\text{size}_{corpus}}
\]

using a smoothing factor \( S \) that allows us to output, with a low probability, even unknown words; we use \( S = 0.1 \).

Such a measure seems to be appropriate for corpora of similar sizes. However, if one of the corpora is significantly smaller than the other, the frequencies of words in the smaller corpus are somewhat boosted due to the smaller number of word types appearing in the corpus among which the total mass is distributed. Therefore, we downscale the frequencies computed on the smaller corpus by upscaling its size used in (8):

\[
\text{size}_{A} = \begin{cases} 
|A| \cdot \sqrt{|B|} & \text{if } |A| < |B| \\
|A| & \text{otherwise}
\end{cases}
\]

where \( |X| \) denotes the number of words in the corpus \( X \).

We found that the definition of frequency similarity in (7) does a good job in removing many bad target language candidates; usually these are very infrequent words that are by chance string-wise similar to the source word. However, we also found that it inappropriately boosts target words with a low similarity to the source word that by chance have an extremely similar frequency. Thus, we need to keep the similarity harsh for low values, but soften it for high values. Therefore, if the value of \( \text{sim}'_{f} \) is higher than a threshold \( T_f \), we push the part of it which is above
the threshold down, by multiplying it by a decay factor $D_f$:

$$sim_f = \begin{cases} T_f + D_f \cdot (sim'_f - T_f) & \text{if } sim'_f > T_f \\ sim'_f & \text{otherwise} \end{cases}$$

We use $T_f = 0.5$ and $D_f = 0.1$.

### 3.4 Discussion

While the similarity measure we use is intended to be language-independent, we do acknowledge that it was hand-tuned particularly on the Czech-Slovak language pair, as the authors have a strong knowledge of both of these languages, and may not be fully adequate for all language pairs. In particular, we expect it to work best for inflective languages with a preference for word-final inflection. For an optimal performance, it should be hand-tuned or machine-tuned on a more diverse set of languages.

The transliteration component is useless for languages that only use ASCII characters. Moreover, due to its implementation, it cannot handle non-alphabetic languages, such as Chinese or Japanese.

Also, we fail to identify systematic differences in the languages, such as “w” in Polish consistently corresponding to “v” in Czech or Slovak. We believe that the method would highly benefit from being able to find such correspondences automatically in the monolingual data, e.g. by exploring the distributions of character unigrams or n-grams, and/or by employing an EM-like approach to find a likely mapping.

Finally, the measure completely ignores the fact that words with similar meanings can be expected to appear in similar contexts. While reflecting on that fact would most probably make the computation of the similarity much more complicated and slower, it could allow the method to detect even corresponding words that are dissimilar according to the string similarity measures. A more viable approach could be to at least account for the fact that a given target word is likely to appear in similar target contexts, as mediated e.g. by a language model.

### 4 The Translation System

The MonoTrans translation system consists of two components: a training component, and a translation component.

The **training component** creates a pair of word frequency lists, based on source and target monolingual corpora. Any monolingual corpora can be used for the training, with larger corpora leading to better results. The frequency similarity measure works more reliably when the source and target corpora are of similar sizes, at least in orders of magnitude. However, if the source language is very low on available resources, the input text to be translated can by itself also serve as the only source corpus.

The **translation component** then performs a word-based 1:1 monotone translation, trying to translate each source word by the most similar target word from the target word list, based on the similarity measure described in the previous section. The translation of each word is performed independently.

#### 4.1 Computational Efficiency

In theory, for each input source word, the translation component could always go through all target words in the target language word list, measure the similarity of the source word and each candidate target word, and then emit the most similar target word as the translation.

However, this is only feasible in cases where the target word list is very small, containing hundreds or at most thousands of words, allowing us to translate each source word in a matter of seconds at most. Once the target word list goes into tens of thousands of words and beyond (which it usually does in our experiments), the translation times become far too long for an exhaustive search to be practical.

Therefore, we introduce a range of heuristics and technical measures, both lossless and lossy, to sufficiently speed up the translation process while trying to keep the translation quality as high as possible. We describe the most important two of them in the following subsections; we also use other less interesting measures, such as caching of method calls.

#### 4.2 Word List Partitioning

The main speedup comes from a hard partitioning of the word lists, which is the only lossy procedure we employ. Following our observations in Section 3, we assume that for a pair of corresponding source and target words:

- the lengths of the devowelled transliterated words differ by at most 1,
- the first two characters of the devowelled transliterated words are identical.

None of these assumptions hold universally, but we believe that they do hold for a vast majority of words that can be translated by our system (i.e. words that are sufficiently similar to their target counterparts). Most importantly, they let us only go through a tiny part of the target word list when translating a source word, bringing a key speedup to the translation system.

Thus, instead of using a flat word list, the training component stores each word in a specific partition, addressed by a compound key, consisting of the first two transliterated consonants of the word and the length of the transliterated devowelled word. The translation component then only traverses three of these partitions, corresponding to the first two transliterated consonants of the source word and the length of the transliterated devowelled source word, increased by +1, 0, and -1.
4.3 Frequency-Based Early Stopping

Even after the partitioning, many of the partitions are too large to be traversed exhaustively for each matching source word. We can deal with that issue thanks to the following two observations:

- word frequency similarity is a powerful component of our similarity measure,
- words in a language have a Zipf-like distribution, with a small number of frequent words and a high number of rare words.

Therefore, we can achieve a significant speedup by ordering the words in each partition descendingly by frequency, and introducing the following early-stopping criterion: once we reach a target word so infrequent that its frequency-based similarity to the source word alone is lower than the total similarity of the most similar target word found so far, we can stop processing the current partition, as none of the remaining target words would be able to surpass the currently best candidate; i.e., we stop once:

\[
f_{tg}^{w_{tg}} < f_{src} \land \text{sim}_f(w_{src}, w_{tg}) < \text{sim}(w_{src}, w_{tg}^*)
\]

where \(w_{tg}^*\) is the current target word candidate, and \(w_{tg}^*\) is the best target word found so far.

As we, by definition, encounter frequent words more frequently than rare words, this allows us to often skip the processing of the long tail of infrequent words; it only gets processed if the source word is a rare one, or if it is not sufficiently similar to any of the frequent target words.

5 Evaluation

In this section, we evaluate MonoTrans both intrinsically and extrinsically. However, for the real under-resourced languages with no parallel data and no annotated corpora available, there is no way for us to perform an automatic evaluation, and a manual evaluation would be difficult to obtain for us. Therefore, as is usual in these scenarios, we simulate the under-resourced setting by evaluating on pairs of similar but resource-rich languages, allowing us to use standard automatic evaluation measures. Specifically, we use the following language groups in our experiments:

- Czech (cs) and Slovak (sk),
- Danish (da), Norwegian (no) and Swedish (sv),
- Catalan (ca) and Spanish (es).

Please note that we hand-tuned our method partially based on brief manual inspections of the results on the sk-cs pair.

5.1 Intrinsic Evaluation

We first evaluate the quality of the MonoTrans translation itself with BLEU [12]. We use the OpenSubtitles2016 sub-corpus of the Opus collection [10], which contains translated movie subtitles from the OpenSubtitles website.\(^9\) We use the first 10,000 target sentences and the last 10,000 source sentences for training, and then evaluate the source-to-target translation quality on the last 10,000 sentences; i.e. the source side of the evaluation data is used for training, but the target side, which serves as the reference translation, is not.

Table 1 shows the BLEU scores achieved by MonoTrans, compared to the SrcLex baseline, i.e. to performing no translation at all; thanks to the high similarity of the languages, even the baseline achieves a non-trivial translation score. The BLEU scores are rather low, reaching 13.4 on average, whereas a state-of-the-art MT system trained on large amounts of parallel data could easily reach scores around 30 BLEU points (or probably even more, provided that the source and target languages are very similar). However, we can see a large and consistent improvement over the baseline of 3.4 BLEU points in average. We also report the relative improvement over the baseline which, thanks to the very low scores achieved by the baseline, is very high, reaching up to 90% (for sv-no) and 43% on average.

Generally, we do not expect very large corpora to be available for under-resourced languages. Still, to measure the scaling potential of our method, we also evaluated MonoTrans trained on significantly larger Czech and Slovak monolingual corpora. For this experiment, we used large web corpora, namely CWC for Czech [16] and sk-TenTen for Slovak [3]. We used the first 100 millions of words from each of the corpora for training, i.e. roughly a thousand times larger datasets, and then evaluated the translation system on the same OpenSubtitles data as in the previous experiments.

The results in Table 2 show that increasing the data size improves the translation quality, with the improvement over the SrcLex baseline being nearly doubled. However, considering the factor by which we increased the training data size, we find the improvement to be rather moderate.

\(^9\) [http://www.opensubtitles.org/](http://www.opensubtitles.org/)
Table 3: Evaluation of MonoTrans with BLEU, using smaller corpora for training; “0” corresponds to SrcLex, “10,000” is identical to Table 1.

<table>
<thead>
<tr>
<th>Training sentences</th>
<th>cs-sk</th>
<th>sk-cs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10.1</td>
<td>10.1</td>
</tr>
<tr>
<td>10</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>100</td>
<td>11.3</td>
<td>11.4</td>
</tr>
<tr>
<td>1,000</td>
<td>12.4</td>
<td>12.3</td>
</tr>
<tr>
<td>10,000</td>
<td>13.1</td>
<td>14.8</td>
</tr>
</tbody>
</table>

Table 4: Examples of outputs of the Czech–Slovak and Slovak–Czech translation.

<table>
<thead>
<tr>
<th>Language</th>
<th>Text</th>
<th>cs-transl.</th>
<th>cs correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>sk source</td>
<td>Mal ho len vystrašť aby ho udržal mlčat'.</td>
<td>Měl ho loni vystrašť aby ho udržel mlčet.</td>
<td></td>
</tr>
<tr>
<td>cs transl.</td>
<td>Počívaj, nemám rád případy, jako je tento, ale som vďačný za to, že ste ho chytli.</td>
<td>Počívaj, nemám rád případy, ako je tento, ale sám vďačný za to, že sú ho chytli.</td>
<td></td>
</tr>
<tr>
<td>cs correct</td>
<td>Poslouchaj, nemám rád případy, jazko je tento, ale jsem vďačný za to, že jste ho chytli.</td>
<td>Když zemřela, nemá jsem chut’ o tom mluvit.</td>
<td></td>
</tr>
</tbody>
</table>

Next, we tried to downscale the training data instead, training and evaluating the system identically to Table 1 but using only a part of the training data. Table 3 shows that already with 100 monolingual non-corresponding sentences for each of the languages, i.e. very modest data, improvements of over +1 BLEU over the non-translation baseline can be achieved.

Finally, in Table 4, we show several examples of the inputs and outputs of the MonoTrans system, taken from the evaluation datasets translated by the systems trained on the large datasets; the “correct” translation is not the reference translation, but a corrected version of the MonoTrans output, and errors are highlighted. We can see many correctly translated words in the outputs, as well as many words correctly left untranslated. Moreover, many of the errors can be easily accounted to the word list partitioning that we employ, making it impossible for MonoTrans to perform translations such as “len–jen”, “som–jsem”, or “počívaj–poslouchaj”. This suggests that many of the errors are actually search errors, not scoring errors, and could be eliminated if we had a better way of efficiently searching for candidate target translations.

5.2 Extrinsic Evaluation

We also evaluated MonoTrans extrinsically, in the task of cross-lingual transfer of trained NLP models across closely related languages, inspired by the cross-lingual parsing shared task of the VarDial 2017 workshop [23]. The task constitutes of using an annotated corpus of a resource-rich source language to train an NLP model in such a way that it can be applied to analyzing a different but very similar resource-poor target language.

We loosely follow the approach of Tiedemann et al. [19], proceeding in the following steps:

- Translate the words in an annotated source corpus into the target language by an MT system.
- Train a lexicalized model on the resulting corpus.
- Apply the model to target language data.

Specifically, we employ the Universal Dependencies (UD) v1.4 treebanks [11] as the annotated data, MonoTrans as the translation tool, and the UDPipe tagger and parser [17] as the models to be trained.

The MonoTrans system is trained using the word forms from the training part of the source treebank and the development part of the target treebank, and applied to translate the training part of the source treebank into the target language. Then, the UDPipe tagger and parser are trained on the resulting corpus; the tagger is trained to predict the Universal POS tag (UPOS) based on the word form, and the parser is trained to predict the labelled dependency tree based on the word form and the UPOS tag predicted by the tagger. Finally, both the tagger and the parser are applied to the development part of the target language treebank, and evaluated against its gold-standard annotation.
We report the tagger accuracy in Table 5, and the parser LAS\textsuperscript{10} in Table 6. As a baseline, we also include SrcLex, i.e. using a tagger and parser trained on an untranslated source treebank, and as an upper bound, we include a supervised tagger and parser, trained on the training part of the target treebank; as the languages are very similar, the baselines are quite strong. This allows us to also compute the error reduction, i.e. the proportion of the gap between the baseline and the upper bound filled by our method.

The taggers reach an average accuracy of 77.8\% and the parsers an average LAS of 47.3\%, which is not much in absolute terms – when large parallel data are available, LAS scores around 60\% can be reached. However, in relative terms, the scores are rather impressive, obtaining an average 23\% error reduction in both the tagging and the parsing, and reaching average absolute improvements of +6.3 in tagging accuracy and +8.2 in parsing LAS. Given our setting, we find the results to be wonderful, provided that we only used small monolingual corpora to train the MT system; in fact, in the target language, we only used the evaluation input data, which is probably the lowest imaginable data requirement.

### 6 Further Possible Improvements

#### 6.1 Language Model Scoring

As we mentioned in Section 3.4, a clear shortcoming of our method is the fact that the translation is performed in a context-independent way. Employing an n-gram language model is a standard way of getting better machine translation outputs, only plaintext target-language data are needed to create one, and there already exists a plethora of state-of-the-art ready-to-use language modelling tools. Therefore, it may seem straightforward to employ a language model in MonoTrans as well.

However, there is a range of technical issues that need to be overcome. If we were able to generate a translation lexicon, we could then even easily plug it into a full-fledged MT system, such as Moses, easily combining it with a language model; however, generating the lexicon would be computationally prohibitive in our case, for reasons mentioned in Section 4.1. At best, we could potentially try to generate a translation lexicon only for the words that appear in the test data. Moreover, even using a beam search in MonoTrans decoding is too costly for us, as it prohibits the employment of the early stopping mechanisms.

So far, we have only managed to perform a set of preliminary experiments, adding a simple trigram language model and using its score as an additional scoring component; as we found that using the score directly had a too strong and negative effect on the translations, we weaken it by taking its fourth root. When evaluated on the large Czech and Slovak corpora in both directions, we observed only negligible improvements around +0.1 BLEU. We believe that this is mainly due to the fact that our approach in these preliminary experiments was too rough and simplistic, and that with proper tuning and a more sophisticated implementation, clear improvements may be gained.

#### 6.2 Better Searching for Candidate Translations

Based on inspection of the translation outputs, as well as from the examples in Table 4, it is clear that the word list partitioning is way too crude, preventing the system from generating the correct translation in many cases, even though its similarity to the source word is sufficiently high. On the other hand, it is completely impossible for the system to search through all possible translations, and some kind of harsh pruning of the search space is vital.

As a quick remedy, we tried to use the trigram language model to generate additional translation candidates. Specifically, for each source word we also investigated \( N \) candidate translations taken from \( N \) words that are, according to the language model, the most likely to follow the words selected as translations of the previous words. With \( N = 20 \), we observed a promising improvement of +0.6 BLEU for cs-sk, while the translation times remained competitive (they doubled). With \( N = 1000 \), the improvement for sk-cs further jumped to +1.3 BLEU; however, at this point, the translation became about 50 times slower (taking 10 hours to translate 10,000 sentences), showing that this approach is somewhat promising in terms of translation quality but too computationally demanding. For sk-cs, negligible or no improvements were observed.

An interesting possibility of clustering the search space which was suggested to us is to use a standard clustering algorithm, such as k-means or hierarchical k-means, with the word similarity used as the distance of the target words. This is expected to be permissibly fast to compute as well as to allow a sufficiently fast search for translation candidates; however, due to time constraints, we have not been able to design an experiment to test that.

### 7 Conclusion

We presented MonoTrans, a data-driven translation system trained only on plaintext monolingual corpora, intended for low-quality machine translation between very similar languages in a low-resource scenario.

We showed that even with very small training corpora available, the system shows respectable performance according to both intrinsic and extrinsic evaluation, consistently surpassing the no-translation baseline by large margins. Moreover, we showed that the system performance scales with larger training data, even though rather slowly.

In particular, when evaluated extrinsically as a component of cross-lingual tagger and parser transfer, employing MonoTrans leads to high improvements in both tagging accuracy and parser LAS with respect to the baselines, achieving an average 23\% error reduction in both of

---

\( \text{LAS} \) Labelled Attachment Score, i.e. the number of correctly predicted labelled dependency relations in the output tree.
the tasks when supervised models are taken as the upper bounds.
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Abstract: This paper presents the analysis on the optimal settings of the spreading parameters of the spreading activation technique. The method is applied on the knowledge graph, an information representation technique that combines collaborative and content-based information. The evaluation of the recommendation technique is based on recommendation lists. The involved measures are precision, recall and normalized discounted cumulative gain. The numerical experiments are conducted on the MovieLens 1M dataset. The evaluation results show that spreading activation delivers a stable performance regarding to the evaluation measures over different parameter settings. The quality of the recommendations degrade in the case, the method parameters are set to extreme values.

1 Introduction

As discussed in detail by Grad-Gyenge et al. [1], in contrast to the paradigm of user preference, the paradigm of relatedness provides a more general and effective approach to the design and development of the recommendation algorithms. The essence of the paradigm is to focus on the relations between the entities of the recommendation scenario instead of involving models emphasizing the user item interactions. The primary outcome of the application of the paradigm is the potential to involve transitivity into the recommendation techniques. Transitivity is one possibility to define the relation between the users and the recommended items in a more general way.

The application of spreading activation in the field of recommender systems is an illustrative example of the utilization of the paradigm. The method is applied on the knowledge graph [2], which is a general information representation technique. The entities of the recommendation scenario and also the relations between them are generalized. The users, items and their attribute values are represented with nodes. User preferences on items and content based information are represented with edges. The transitive relation in this case means the possibility to involve paths of heterogeneous types between two nodes. The advantage of the paradigm is that it does not restrict the type of the individual edges on the path between two nodes, thus the relations between the entities can be treated as generalized and transitive.

The past research on the evaluation of spreading activation to generate recommendations showed its potential. Although the optimal parameter settings of the method should have been further investigated. In order to fill this gap, this paper presents the results of our numerical experiments conducted to identify the optimal values for the relax parameters of the technique. Our results show that the method delivers a stable performance regarding the different parameter settings. The quality of the recommendations calculated by the method become low if the relax parameters are set to extreme values.

The rest of the paper is organized as follows. Section 2 discusses the work related to graph based information representation and the application of spreading activation as a recommendation technique. Section 3 presents the representation technique and the dataset the method is evaluated on. Section 4 describes the recommendation technique. Section 5 discusses the evaluation technique and presents the evaluation results. Section 6 concludes the paper and gives insight into our plans for the future.

2 Related Work

Next to matrix factorization methods [3][4][5], the graph based information representation technique has proven its effectiveness. Several research projects utilize the general information representation capability of heterogeneous graphs.

As the state of the art results of the research on recommender systems illustrate, the application of graph based information representation techniques gaining attention nowadays. Graphs are powerful tools of knowledge representation. An example of the involvement of a hybridization technique at the information representation level, Lee et al. [6] introduce a heterogeneous graph based technique to combine collaborative and content based information. Further investigating the topic, Lee et al. [7] analyse the correlations of the entities found in the graph. As the work presented by Tiroshi et al. [8] illustrate, the graph based representation is straightforward technique in the case of modeling social relations.

In addition to ontologies, the involvement of social networks into the recommendation process is an intensively researched field. Typically, there are two classes of the approaches modeling social networks, the asymmetric and the symmetric case. The asymmetric case can be described as the follow and the trust relationships. The symmetric
case can be described as the friendship relationship. Influ-
eucing results conducted on trust networks are published by Guha et al. [9], Massa et al. [10], Ziegler et al. [11], and Jøsang et al. [12]. Important works calculating recommendations with the help of the social network are published by Guy et al. [13], Konstas et al. [14], and He et al. [15]. The layered graph technique is a typical rep-
resentation method found in the early works in this field. Kaziienko et al. [16] also derive recommendations with the help of this technique. Cantador et al. [17] present a clustering technique based method on the layered graph based representation.

An important feature of the knowledge graph is its ca-
pability to represent heterogeneous information. Prob-
ably, this is the reason why the technique is intensively re-
searched as the more the involved information sources are, the less the cold start cases occur. Hu et al. [18] generate leads with a label propagation technique. Catherine et al. [19] introduce a probabilistic logic method to cal-
culate recommendations with the help of the knowledge graph. Yu et al. [20] investigate the observed and the po-
tential paths of the knowledge graph. To have a numerical measure, they involve the PathSim measure for path com-
parison. Kouki et al. [21] describe a hybridization tech-
nique with the help of a probabilistic framework. Burke et al. [22] present a recommendation technique based on the k-Nearest Neighbours method applied to various matrices as the user-tag matrix, user-resource matrix, resource-tag matrix and the resource-user matrix.

The spreading activation technique was originally ap-
plied to ontologies and is recently involved in different domains to derive recommendations. The primary goal of Hussein et al. is to close the gap between context-
awareness and self-adaptation [23]. To perform this task, SPREADR, a spreading activation based recommendation method is defined. Gao et al. [24] propose an ontology based approach to model both user interests and items in the same knowledge base. Jiang et al. [25] define a user model with the help of an ontology and calculate recom-
mendations with the help of the spreading activation. Blanco-Fernandez et al. [26] argue that spreading activa-
tion is to be involved to avoid overspecialisation. They present a semantic model of the preferences of the users and apply spreading activation to proceed content based reasoning. Codina et al. [27] define an item score based on the weighted average of concepts related to each other in their model. In their work, they estimate user ratings with a semantic recommendation technique treating it a reasoning method. Trousov et al. [28] investigate decay configurations over a tag aware representation. Alvarez et al. [29] introduce ONTOSPERA in the field of medical systems.

3 Dataset

3.1 Representation Technique

To represent the data, a graph based technique described by Grad-Gyenge et al [2] is involved. The advantage of this method is its ability to represent various information sources by alloying both collaborative and content based information. The essence of the method is to represent the information in a labeled, heterogeneous graph. Each user and each item is represented with a dedicated node. The explicit or implicit interaction between the users and the items are modeled with relations annotated by the specific type of the interaction. In addition, the content-based information, namely the user and the item attributes are represented with the so-called attribute value nodes. In this case, a dedicated node is created for each attribute value. The node representing the user or item is bound to the specific attribute value node indicating then the partic-
ular attribute value. This representation technique leads to a knowledge graph containing heterogeneous information at the information representation level.

The information is represented in a labeled, undirected, weighted graph. The definition of the graph is extended with labels, thus types can be assigned to the nodes and edges of the graph. Although parallel edges are allowed, in practical applications it is recommended to add only one edge per type between two specific nodes in order to reduce the computational complexity. Equation 1 presents the definition of the knowledge graph.

\[ \mathcal{K} = (T_n, T_e, N, E, t_n, t_e, r_e), \]  

where \( T_n \) stands for the node types, \( T_e \) stands for the edge types. \( N \) stands for the nodes of the graph. \( E \subseteq \{ \{u, v\} \mid u \in N \land v \in N \land u \neq v \} \) stands for the set of edges, thus the graph is undirected. The function \( t_n \subseteq N \times T_n \) specifies the type of the nodes. The function \( t_e \subseteq E \times T_e \) specifies the type of the edges. The function \( r_e \subseteq E \times \mathbb{R} \) specifies the rating value of the appropriate edges. The function \( r_e \) does not assign rating to all edges of the graph, thus \( r_e \) is partial.

3.2 MovieLens

To analyse the performance of the various method config-
urations, the MovieLens 1M dataset is involved [30]. The advantage of the MovieLens 1M dataset over the other published MovieLens dataset is that in addition to user preferences on items it also contains user and item attributes. This allows us to utilize both the collaborative and content-based information to come to a lower cold start rate than the pure collaborative filtering technique has.

To give an insight into the information representation technique, Figure 1 presents a detailed part of the knowledge graph in the case of the MovieLens 1M dataset. To illustrate the different information source types, the nodes
and the relations are coloured to show the type of information they represent.

Colour light blue annotates the items to recommend, i.e., Jaws, Forrest Gump and Chasing Amy. Colour light brown annotates the movie genres, i.e., Romance and Drama. Colour orange annotates the release year of a movie, i.e., 1997. Colour lilac annotates the users, i.e., Person 1, Person 2 and Person 3. Colour grey annotates the gender of a person, i.e., Male. Colour blue annotates the occupation of a person, i.e., Scientist. Colour green annotates the ZIP region of a person, i.e., ZIP region 2. Colour red annotates the age category, i.e., 25-34.

In order to represent the users of the recommendation scenario, a node with the appropriate type (User) is created in the knowledge graph. The user attribute values are represented with the attribute node technique. For each attribute value, a node of the appropriate type is created and bound to the item with a corresponding edge. The node types introduced in this experiment are as follows.

- **Type Gender** annotates the genders of the users.
- **Type AgeCategory** annotates the age categories.
- **Type Occupation** annotates the occupations.
- **Type ZipCodeRegion** annotates the ZIP code regions. The ZIP code region is derived from the ZIP code by using only its first digit representing the U.S. region.

The user attribute values are bound to the users with edges of the corresponding type. The edge types defined are PersonGender, PersonAgeCategory, PersonOccupation and PersonZipCodeRegion, respectively.

Analogously to the user attribute values, the items are represented with a dedicated node of the appropriate type (Item) is created in the knowledge graph. The item attribute values are also represented with the attribute node technique. For each attribute value, a node of the appropriate type is created and bound to the item with a corresponding edge. The node types introduced in this experiment are as follows.

- **Type YearOfRelease** annotates the years of release.
- **Type Genre** annotates the genres. In the case of the MovieLens 1M dataset, multiple genres can be assigned to a movie. It means the a node representing an item can be connected to multiple nodes representing a genre.

The item attribute values are bound to the items with edges of the corresponding type. The edge types defined are ItemGenre and ItemYearOfRelease, respectively.

The advantage of the MovieLens 1M dataset is that it contains both collaborative and content-based information. The content-based information is described above. The collaborative information in this case is basically the 1 000 209 known user rating events contained in the dataset. Each rating event consists of a user, an item, a preference value and a time-stamp. The preference values are in the [1,5] interval. In the current experiment, a linear normalization is conducted on this value to the [0,1] interval.

In order to represent the known rating in the dataset, the edge type ItemRating is introduced. Adding a known rating to the knowledge graph means the creation of the edge of the appropriate type (ItemRating) between the particular user and item. The concrete value of the rating is assigned to the particular edge by the \( r_p \) partial function.

Table 1 presents the amount of information contained in the knowledge graph in two subtables. Table 1a and Table 1b contain the amount of nodes and edges per type, respectively. The knowledge graph contains 10 062 nodes in total. Not counting the edges of type ItemRating, the knowledge graph contains 34 451 edges in total.

### 4 Recommendation Technique

According to Grad-Gyenge et al. [1], the application of spreading activation on the knowledge graph described in Section 3.1 to estimate user preferences on items leads to high quality recommendations. As described in several works in the past [29, 28, 24, 26, 25, 23, 27], spreading activation is an iterative technique to calculate a similarity between a source node and the other nodes of a particular graph. As already discussed by Grad-Gyenge et. al [1], the advantage of the method is that the similarity value incorporates both the distance between two nodes and the parallel paths in between.

As already mentioned, spreading activation is an iterative method. In this experiment, similarly to Grad-Gyenge et al. [1], the iteration is conducted until a pre-specified iteration step (c) limit is reached. The method assigns
Table 1: Count of node and edge types in the MovieLens dataset.

(a) Count of node types.

<table>
<thead>
<tr>
<th>Node type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>6040</td>
</tr>
<tr>
<td>AgeCategory</td>
<td>7</td>
</tr>
<tr>
<td>Gender</td>
<td>2</td>
</tr>
<tr>
<td>Occupation</td>
<td>21</td>
</tr>
<tr>
<td>ZipCodeRegion</td>
<td>10</td>
</tr>
<tr>
<td>Item</td>
<td>3883</td>
</tr>
<tr>
<td>Genre</td>
<td>18</td>
</tr>
<tr>
<td>YearOfRelease</td>
<td>81</td>
</tr>
</tbody>
</table>

(b) Count of edge types.

<table>
<thead>
<tr>
<th>Edge type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>PersonAgeCategory</td>
<td>6040</td>
</tr>
<tr>
<td>PersonGender</td>
<td>6040</td>
</tr>
<tr>
<td>PersonOccupation</td>
<td>6040</td>
</tr>
<tr>
<td>PersonZipCodeRegion</td>
<td>6040</td>
</tr>
<tr>
<td>ItemGenre</td>
<td>6408</td>
</tr>
<tr>
<td>ItemYearOfRelease</td>
<td>3883</td>
</tr>
<tr>
<td>ItemRating</td>
<td>1000209.</td>
</tr>
</tbody>
</table>

activation values to the nodes of the graph as defined in Equation 2.

\[ a(i) \in N \times \mathbb{R}, \quad (2) \]

where \( a \) denotes the activation function.

In the initial step of the iteration, the activation of the source node is set to 1 \( (a(0)(n_s) = 1) \). The source node \((n_s)\) represents the user the recommendations are generated for. The activation of all the other nodes are set to 0 \( (a(0)(n) = 0, n \in N, n \neq n_s) \).

In each iteration step, the activation of the nodes is maintained. A part of the activation of each node is propagated to its neighbour nodes and a part of the activation of each node is being kept at the node. The distribution of the propagated activation values is conducted based on the weight of the edges. In our case the graph is not weighted, in other words, the edges are weighted basically equally. In order to control the propagation process, two parameters are introduced. The parameter spreading relax \((r_s)\) controls the amount of the distributed activation. The parameter activation relax \((r_a)\) controls the amount of activation kept at each node. The function to maintain the activation of the nodes is defined in Equation (3).

\[ a(i+1)(n) = r_a a(i)(n) + r_s \sum_{m \in M_n} \frac{a(i)(m)}{|M_n|}, \quad (3) \]

where \( n \in N, i \geq 0 \). \( M_n \) stands for the neighbour nodes of \( n \). \( M_n = \{m | \{m, n\} \in E\} \).

Having the iteration step count \((c)\) reached, the preference value of each node regarding the source node is defined as the value of the activation function.

5 Evaluation

5.1 Evaluation Technique

The methods are evaluated with an iterative process as also described by Grad-Gyengy et al. [2]. Before starting the iteration, all the user preference information is removed from the knowledge graph, thus it contains no edges representing ratings. In the initial step, the knowledge graph is filled with content-based information, meaning that it contains the nodes representing the users, items and their attribute values. The relations between users and user attribute values, items and item attributes values are also present in the knowledge base.

Having the knowledge base initialized, the evaluation process is basically an iteration over the known rating values. This iteration is conducted in an ascending order by the timestamp of the known rating. It also means that the knowledge graph is filled with collaborative information during the evaluation process. Each iteration step consist of the following operations:

1. Generate recommendations with the evaluated method.
2. Record the evaluation measures.
3. Add the known rating to the knowledge graph.

The advantage of this evaluation method is that in the beginning the methods are analysed in a cold start environment. As the knowledge based is being filled with collaborative information, the analysis tends to be conducted in an information dense environment. According to our past experiments [1, 2], in order to represent the problem, the experiments are to be conducted on the first 10,000 known ratings. This is the amount of information, the performance indicators of the methods typically stabilize, thus the methods can be interpreted.

The analysis of the spreading parameters is basically a greedy search method. All the combinations of the \( r_s \) and the \( r_a \) parameters are evaluated in the interval \([0, 1]\). The fidelity of the analysis is 0.1. The experiment covers all possible combinations of the parameter values and does not restrict to the \( r_s + r_a = 1 \) cases.

To evaluate the methods, the precision, recall and the nDCG measure is recorded at each evaluation step for a concrete method configuration. The recorded measure values are then averaged and are presented. The measures are calculated on the first 10 items of the list of recommended items. The relevance of an item is defined as follows. If the known rating value of a specific item is 4 or 5 then the item is treated relevant. In other words, relevance is defined as the threshold 0.8 on the normalized rating value.

5.2 Evaluation Results

Figure 2 contains the results of the evaluation in three subfigures. Subfigure 2a, 2b and 2c presents the precision,
recall and nDCG of the methods, respectively. On each figure, the horizontal axis represents the setting of the activation relax \((r_a)\) parameter, the vertical axis represents the setting of the spreading relax \((r_s)\) parameter. The color of each cell represents the average value of the respective evaluation measure as also indicated in the legend of the figure.

![Mean of Precision](image1)

**Figure 2.** Evaluation measures at different spreading parameter settings.

In order to easier interpret the results visually, the figures do not present the evaluation measures resulted in the \(r_s = 0\) case. This is the case when no recommendation can be generated as due to the setting of the parameter the activation can not spread from the source node to neighbouring nodes, thus the evaluation measures of these cases are 0. This presentation allows us to investigate the evaluation measures more refined.

The figures show that the low values of \(r_a\) lead to a decrease in the recommendation quality. Especially if the setting of \(r_s\) is high. Taking a closer look, it can be read from the figures that the difference in the quality occurs from the second or the third digit depending on the concrete evaluation measure. It means that although the quality of the recommendations may decrease in some cases but the method shows a quite stable performance on this dataset. The reason behind this stability can be found in its network science background. We assume that the fact that the method operates on the network is more important than its actual configuration.

Table 2 presents the result of the evaluation in numbers in its subtables. Subtable 2a, 2b and 2c presents the precision, recall and nDCG values respectively. The columns of the table represent different activation relax \((r_a)\) parameter settings. The rows of the table represent different spreading relax \((r_s)\) parameter settings. The value of each table cell contain the actual value of the appropriate evaluation measure.

The results give a deeper insight into the performance of the methods than the figure based presentation. The table shows that setting the \(r_s\) to zero leads to unproductive recommendation lists. Regarding precision and recall, the highest recommendation quality can be achieved by setting \(r_s\) to 0.1 and setting \(r_a\) to higher than 0.5. It means that in the case of precision and recall, low spreading and high activation values lead to higher performance. Looking at nDCG, the configurations leading to the highest quality for \((r_s,r_a)\) are \((0.4,0.3)\) and \((0.5,0.4)\). In this case a less extreme and more common setting of the parameters can be adequate.

At the macro level, the numerical presentation of the values shows a consistent view to the figure based representation. The results show that the extreme setting of the method configuration parameters \((r_a=0)\) leads to a significant decrease in the recommendation quality. In addition, setting \(r_a\) to a low value while setting \(r_s\) to a high value is not recommended.

To summarize the results, in the case there is no research capacity available to analyse the optimal setting of the spreading parameters, a good practice can be to set these parameters to a moderate value, e.g., to the mean of the value interval.

### 6 Conclusion

The paper discusses the analysis of the configuration of the spreading activation method. The technique is applied on the knowledge graph to generate recommendations. Parameters spreading and activation relax are investigated
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Table 2. The evaluation measures of the method configuration over various spreading parameter settings.

(a) Precision.

S/A
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.5592
0.5592
0.5592
0.5592
0.5592
0.5592
0.5592
0.5592
0.5592
0.5592
0.0000

0.1
0.5922
0.5981
0.6042
0.6117
0.6210
0.6326
0.6426
0.6530
0.6616
0.6718
0.0000

0.2
0.6326
0.6370
0.6426
0.6476
0.6530
0.6568
0.6616
0.6664
0.6718
0.6732
0.0000

0.3
0.6495
0.6530
0.6558
0.6585
0.6616
0.6655
0.6685
0.6718
0.6726
0.6734
0.0000

0.4
0.6568
0.6594
0.6616
0.6647
0.6664
0.6697
0.6718
0.6725
0.6732
0.6735
0.0000

0.5
0.6616
0.6642
0.6661
0.6673
0.6706
0.6718
0.6723
0.6728
0.6734
0.6736
0.0000

0.6
0.6655
0.6664
0.6685
0.6710
0.6718
0.6722
0.6726
0.6732
0.6734
0.6737
0.0000

0.7
0.6669
0.6693
0.6714
0.6718
0.6721
0.6726
0.6729
0.6733
0.6735
0.6737
0.0000

0.8
0.6697
0.6715
0.6718
0.6720
0.6725
0.6727
0.6732
0.6733
0.6735
0.6737
0.0000

0.9
0.6716
0.6718
0.6719
0.6723
0.6726
0.6729
0.6734
0.6734
0.6736
0.6737
0.0000

1
0.6718
0.6719
0.6723
0.6726
0.6728
0.6732
0.6734
0.6735
0.6736
0.6737
0.0000

0.6
0.0726
0.0727
0.0728
0.0729
0.0730
0.0730
0.0731
0.0731
0.0731
0.0732
0.0000

0.7
0.0727
0.0728
0.0730
0.0730
0.0730
0.0731
0.0731
0.0731
0.0731
0.0732
0.0000

0.8
0.0729
0.0730
0.0730
0.0730
0.0731
0.0731
0.0731
0.0731
0.0731
0.0732
0.0000

0.9
0.0730
0.0730
0.0730
0.0731
0.0731
0.0731
0.0731
0.0731
0.0731
0.0732
0.0000

1
0.0730
0.0730
0.0730
0.0731
0.0731
0.0731
0.0731
0.0731
0.0731
0.0732
0.0000

0.6
0.9145
0.9162
0.9168
0.9167
0.9165
0.9164
0.9163
0.9161
0.9161
0.9160
0.0000

0.7
0.9166
0.9169
0.9167
0.9165
0.9164
0.9163
0.9162
0.9160
0.9160
0.9159
0.0000

0.8
0.9168
0.9166
0.9165
0.9164
0.9163
0.9162
0.9161
0.9161
0.9160
0.9159
0.0000

0.9
0.9166
0.9165
0.9165
0.9163
0.9163
0.9162
0.9161
0.9161
0.9160
0.9159
0.0000

1
0.9165
0.9165
0.9163
0.9163
0.9162
0.9161
0.9161
0.9160
0.9160
0.9159
0.0000

(b) Recall.

S/A
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.0574
0.0574
0.0574
0.0574
0.0574
0.0574
0.0574
0.0574
0.0574
0.0574
0.0000

0.1
0.0632
0.0641
0.0650
0.0663
0.0678
0.0693
0.0705
0.0716
0.0723
0.0730
0.0000

0.2
0.0693
0.0698
0.0705
0.0710
0.0716
0.0719
0.0723
0.0727
0.0730
0.0731
0.0000

0.3
0.0712
0.0716
0.0718
0.0721
0.0723
0.0726
0.0728
0.0730
0.0731
0.0731
0.0000

0.4
0.0719
0.0721
0.0723
0.0725
0.0727
0.0729
0.0730
0.0731
0.0731
0.0731
0.0000

0.5
0.0723
0.0725
0.0726
0.0727
0.0729
0.0730
0.0730
0.0731
0.0731
0.0731
0.0000

(c) nDCG.

S/A
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.8508
0.8508
0.8508
0.8508
0.8508
0.8508
0.8508
0.8508
0.8508
0.8508
0.0000

0.1
0.8694
0.8717
0.8743
0.8785
0.8843
0.8897
0.8960
0.9040
0.9124
0.9165
0.0000

0.2
0.8897
0.8927
0.8960
0.9003
0.9040
0.9075
0.9124
0.9162
0.9165
0.9161
0.0000

0.3
0.9008
0.9040
0.9065
0.9087
0.9124
0.9145
0.9168
0.9165
0.9163
0.9161
0.0000

0.4
0.9075
0.9099
0.9124
0.9140
0.9162
0.9168
0.9165
0.9163
0.9161
0.9160
0.0000

0.5
0.9124
0.9134
0.9154
0.9165
0.9167
0.9165
0.9163
0.9162
0.9161
0.9160
0.0000


via an exhaustive search over the parameter space with the fidelity of 0.1 in the interval \([0, 1] \times [0, 1]\). Evaluation measures precision, recall and nDCG are recorded during the evaluation on the first 10,000 known ratings values. The results are presented both graphically and numerically.

The primary finding of the numerical experiments is that the quality of the recommendations decreases in the case of setting the activation relax \(r_a\) parameter to a low value (close to 0). The quality stays low especially if the setting of the spreading relax \(r_s\) is set to a high value (close to 1). In addition, the method is not able to calculate recommendations if the spreading relax \(r_s\) parameter is set to 0.

To be more exact, not counting the \(r_s = 0\) case, spreading activation shows a stable performance. Depending on the evaluation measure, the quality of the recommendations changes numerically only from the second or the third digit. We assume that the reason behind this issue can be found in the theoretical foundations of the technique. Spreading activation is a typical example of the paradigm of relatedness, which paradigm generalizes the connections between the entities and emphasizes the network like behaviour of the graph. It also means that the method strongly relies on the structure of the graph, thus it involves also network science. We would conclude that the presence or involvement of the network leads to a stable calculation mechanism which is less sensitive to the actual setting of the parameters.

Our plans for the future is to analyse the stability of recommendation spreading as introduced by Grad-Gyenge et al. [2]. Another important direction is the temporal influence as a still open question in the case of the graph based techniques as also investigated by Dojchinovski et al. [31].
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Abstract: The bottleneck of event recommender systems is the availability of actual, up-to-date information on events. Usually, there is no single data feed, thus information on events must be crawled from numerous sources. Ranking these sources helps the system to decide which sources to crawl and how often. In this paper, a model for event source evaluation and ranking is proposed based on well-known centrality measures from social network analysis. Experiments made on real data, crawled from Budapest event sources, shows interesting results for further research.

1 Introduction

Tourist event recommender systems need a big amount of data, preferably all events around a particular location. In order to get that data we need the organizers to upload every new event what they organize/create/host to the application which handles the data. It can be the recommender application or just a backed application where the organizers would want to be shown. If the previous solution is not acceptable or the organizers would not put enough effort to do it, then the recommender system lacks of information and cannot work as good as expected.

The other solution would be to find a feed which contains the upcoming events from each location. Unfortunately there are no feeds like that, feeds can be found about one particular topic or location’s events that can be crawled as well, but do not satisfies the tourist event recommender systems need. There are almost good sources for one or two big cities in the USA, but that is not scalable if the system would expect every city or town to have their own feed like those.

The only solution for the current situation is to collect the information about the events semi-automatically from numerous sources through a data crawler engine. These event sources (denoted “sources” in the rest of the paper) can be on a different level in usefulness, some of them can be completely redundant for the system, because the same information about its events is already crawled. Others can upload informations or new events very rarely, so it is not worth to check them often. Quality differences can be discovered through the observation of the different sources. In order to save computational resources, or when a system reaches its limit, the import method have to rank sources in the queue, but how could it decide which one to rank higher? What happens if it ranks a source which played a very important role in the system very low? These sources have to be evaluated and indexed according to their importance related to our purposes.

As it is mentioned in [14], WIEN [7], XWRAP [9], STALKER [5], NoDoSe [1] and BYU [4] is a selection of the well-known often-quoted solutions for Web Data Extraction (WDE). In the past few years new approaches were published like FiVaTech [6], FiVaTech2 [2], NEXIR [12], AutoRM [13] and OXPath [15]. The last one is a wrapper language which has an optimized syntax for making the description of the WDE task easier. It also supports Javascript or CSS3 transitions, most of the modern Document Object Model (DOM) modification triggers and it can recognize Drag-and-Drop features as well. Pagination is a problem from the dynamic web pages, for that, link extraction is needed. OXPath and other solutions can handle that problem already. Unfortunately to write OXPath expressions and maintain them is costly, and involves much effort, thus it is not scaling well. DIADEM [16] utilized OXPath to give wrapper generators, which is a step closer to the right solution but they do not provider deep insight into it. An other wrapper language called NEXIR has been created for covering the whole WDE process, with pagination, data extraction and integration. The problem of scaling is not solved with wrapper languages either. FiVaTech and its improved version FiVaTech2 provide a page-level extraction approach which utilizes different DOM-based information to build up a wrapper. FiVaTech therefore utilizes tree matching, tree alignment and mining techniques to identify a template from a set of pages. FiVaTech2 improves the node recognition by including node specific features, such as visual information, DOM tree information, HTML tag contents, id-s and classes. It is clearly visible, that a ranking system is needed to be able to differentiate between solutions, ARIEX [10] is a defined framework for ranking data and information extractors and solves a specific problem, with comparing different approaches. Other missing approach is to make ranking between data sources, not the approaches. When we talk about scalability, until we do not have a general solution for the problem, we can limit the scaling by finding the way of ranking the sources and leave out the unnecessary ones. There is no such publication or solution available for the public, so we take this approach in this research. For reaching the results, a bipartite graph can be used and social network analysis methods
on it. The importance of centrality measures and social network analysis methods are discussed in [11].

An approach to event data source evaluation and ranking, using network centrality measures, is presented in the following section, followed by the description of a small proof-of-concept preliminary experiment.

2 The Proposed Model

For evaluation of sources we are considering the following attributes:

- Uniqueness of events contained in the source
- Number of events the source contains
- The importance of the source w.r.t. the other sources
- Freshness of events in the source
- Location of events contained in the source

The decision was to represent sources and events in a bipartite graph, where events and sources are both vertices and their connection is represented with edges. Thus, well-known centrality measures from social network analysis [8] can be utilized to compute the above mentioned attributes of sources.

2.1 Uniqueness

To get an indicator like uniqueness, different approaches could be considered. The first point is to find those sources, which has at least one unique event. If a source has a unique event, it is important information for the model, because it means, that if we lose that source, than we cannot get those unique events from other sources. For the purpose of finding those sources, the algorithm should go through and check the cardinality of each event and source as well.

For the unique event calculation, the cardinality of sources are less important than the cardinality of events. If an event can be found just in one source, that means that source is irreplaceable. Of course we cannot ignore the fact that probably the system should be able to make difference between sources which do not have unique events: It is because if one of the sources which has a lot of events, both unique and not, becomes unreachable or stops working than it is predictable that it will cause uniqueness changes in the graph.

The way of computing the uniqueness, illustrated in the algorithm 1, works as follows:

It creates a copy of the whole graph and checks for the lowest cardinality event (if there are more, then it picks a random one). It chooses one of its sources and increasing that source’s uniqueness index. Then, it is going though all of the events of that source and deleting them one by one. When this step finished the source with no cardinality becomes deleted as well. These steps from picking the lowest cardinality event repeating until all the event vertices disappear from the copied graph. Then the whole loop is repeated 100 times to make the result smoother and the indicators to converge to the correct value (this step is necessary because of the random pick). In the end, to get the indicators between 0 and 1, we have to divide them with one hundred. The repetition time can be increased or decreased to make the result even smoother or make the algorithm run faster.

With this approach there will be differences between the sources which does not have any unique event, so the issue is solved with this solution.

An other issue is that sometimes to download often all the unique event holder sources the resources are not enough, that is why we need to distinguish between sources which has unique events to be able to choose the most valuable of them.

The other reason why is it needed to make a difference between unique event holder sources is, that if the sources would know the algorithm they could just try to avoid to be left out or get low ranking and they would trick the system with fake unique events. This happened with Google indexing, called black hat search engine optimization, where fake back links and meta keywords were embedded in sites to increase their position in the search results.

An approach for handling these issues is to make an additional variable, the distinguisher, added to the previously calculated indicators, defined as

\[
distinguishersource = \frac{u}{uall} \ast \frac{1}{1 + e^{-(u - \bar{u})}} \quad (1)
\]

where \(s\) denotes the source, \(uall\) is the sum of all unique events in the graph, \(u\) is the sum of all unique events of the source and \(\bar{u}\) is the average unique events for sources in the whole graph.

The sigmoid function in the second part of the equation handles outliers such that this step just have to distinguish between unique event holders, while not making big differences, just make a ranking. Using a sigmoid function, the differences between unique event holders are smoothed out while keeping the ranking.

2.2 Degree and Betweenness

To compute the number of events contained in the source a simple centrality measure, the degree, of the source (as a vertex in the graph) is used. Basically, the degree of the source is the number of events it contains.

An other, important, property of the source is its betweenness. It is a measure, which shows how important is the position of that particular vertex (source) in the whole network, and is computed as

\[
\text{betweenness}(v) = \sum_{u \neq v, t} \frac{nsp(u, t)}{nsp(u, t)} \quad (2)
\]

where \(u\) and \(t\) are vertices not equal with \(v\) and \(nsp(u, t)\) is the number of the shortest paths form \(u\) to \(t\) and the
Algorithm 1 Uniqueness
1: \( \text{procedure } \text{UNIQUENESS}(\text{copy of graph}) \)
2: \( \text{while } \) size of events > 0 \( \text{do} \)
3: \( \quad e \leftarrow \text{minCardinalityEvent}(\text{events}) \)
4: \( \quad s \leftarrow \text{randomPick}(\text{sources containing } e) \)
5: \( \quad \text{increaseIndicator}(\text{originalDatasource}(s)) \)
6: \( \quad \text{for all } a \in \text{getevents}(s) \text{ do} \)
7: \( \quad \quad \text{delete}(a) \)
8: \( \quad \text{end for} \)
9: \( \quad \text{delete}(s) \)
10: \( \text{end while} \)
11: \( \quad \text{indicators} = \{\text{indicator}(s_1), \text{indicator}(s_2), \ldots, \text{indicator}(s_n)\} \)
12: \( \quad \text{for all } i \in \text{indicators} \text{ do} \)
13: \( \quad \quad i = i + \text{distinguisher}(s) \)
14: \( \text{end for} \)
15: \( \text{return indicators} \)
16: \( \text{end procedure} \)

\( nsp_{v}(u,t) \) is the number of shortest paths between the nodes, which goes through \( v \) vertex [17]. In our case it is used for showing how important is a source for events and find events which has high betweenness. That means that an event is connecting sources and we can observe if that is the only event which makes the source less unique or there are more of these high betweenness events in its list of events. If there is more than one of those, then we should observe if the events are connected between only the same sources, or they are distributed: it means that the source can be the connection between more sources and it can be a feed as well, which provides important information even if it does not have any unique events.

It is important to know for us which are the nodes within betweenness centrality. It is because it shows those nodes which can be concert halls, clubs or concert venues, forums, etc., collecting events of different artists. If a source is such an event collector, it can leads us to the decision, that even if it does not have unique events, it is very important for the model, because it can post new events from a new artist whose website is not crawled yet by us.

2.3 Location

From the previous properties, we can already make good measurements and propose an ranking, but there are other relevant information which can be important in some cases, such as keeping the data up to date or focusing on different areas or performance optimization. Location is not focusing on exact locations in this measure, just trying to decide what distance is worth to travel for the tourists.

In the preliminary experiment, using the Budapest events dataset, big part of the events are inside the smaller ring road (tram line 4–6) as illustrated in the Figure 1. For this measure we need to observe if the source is having events on the same location most of the time, or its events are at different locations, usually. If events are at the same location then the task is easy, i.e. find the relevance borders for the recommender and divide the area into circles and give points according to that. The other case is when most of the events have different locations, then the algorithm should calculate the center of the locations (carefully with the outliers) and give the score according to that.

2.4 Actuality

**Freshness** is a binary function [3] that measures whether the downloaded local copy is accurate according to the live page. The freshness of a page \( p \) in the repository at time \( t \) is defined as \( F_p(t) = 1 \) if \( p \) is equal to the local copy at time \( t \), and, \( F_p(t) = 0 \), otherwise.

**Age** is a measure, which indicates how outdated the downloaded copy is. The age of a page \( p \) in the repository, at time \( t \) is defined as \( A_p(t) = 0 \) if \( p \) is not modified at time \( t \), and, \( A_p(t) = t - mt(p) \), otherwise, where \( mt(p) \) is the last modification time of \( p \).

With the help of these functions, the scheduler can calculate how often a page is usually updating the content, or in other words, how often is the downloaded copy gets outdated. The frequency information can tell us from different sources for the same event, which one of them posted it earlier or which one is posting more frequently. That information can influence the importance result. As an example it can be important to know if an event is canceled or changed its information like the location or the start time. For applications where to be up to date with event informations is crucial the freshness property can be weighted more.

2.5 The Evaluation Model

This different attributes introduced in the previous chapters are aggregated to a final evaluation or ranking model of sources as follows:

\[
\text{Rank}(s) = w_1 U(s) + w_2 D(s) + w_3 \frac{1}{B(s)} + w_4 A(s) + w_5 L(s)
\]  

(3)
where \( w = \{w_1, w_2, w_3, w_4, w_5\} \) are the weights which will change according to the application’s needs, and \( s \) is the current source what the algorithm is evaluating/ranking while \( U, D, B, A \) and \( L \) refer to the uniqueness, degree, betweenness, actuality and location of the source, respectively. The weighting is important, because there can be application which has a goal of getting all the events or as much as possible. Others can focus on performance to be able to offer trust worth fast running applications on the crawled data, and that is not harming it, if it cost some percent of the events.

3 Preliminary Experiments

251 event sources were crawled from the Web and Facebook event pages (using the Facebook Graph API), resulting in more than 1500 events (after the unification of the duplicate events). All the events crawled were from Budapest including concerts, museums, galleries, etc. The events were located mainly in the city center as can be seen in the figure 1.

The final experiments on the uniqueness part of the model were made on a dataset, where data were crawled from Facebook pages’ events and clubs and museums websites. We had to consider all the possible future cases, so we made test sources as well like a complete copy of a website data, or partial copies, copies which are more important than some Facebook pages and vice versa, etc. The distinguisher is not rounded because it still should be able to make difference between sources even if the difference is smaller. In opposite of the other case where we calculate the uniqueness function on the sources, it is better to round that number, because we do not have to make too much loops to make it smoother.

A part of the result on uniqueness is illustrated on the figure 2. As can be seen, the “bjc.hu” and its copy “copy-bjc” do not have a distinguisher number, because they do not hold any unique event, obviously because they are copies of each other. So the highest number of non unique event holders is 0.5. If their event can be found in more than one other sources, then the number decreases.

Figure 3 shows an example, from of our experiments, with seven sources and their events. It is obvious that events’ distances are very different from their sources. Despite these distances are not connected to the similarity of the source and the event, they represent how similar the events are. As we see in the middle, couple of the events of the big source in the middle are very far away from the others, but they are also connected to the other two sources. Those events are Jazz lessons with a famous artist and all the other events are Jazz concerts with different artists.

4 Conclusions

A work-in-progress research was introduced in the paper focusing on ranking and evaluation of event data sources. The approach utilized well-known centrality measures from social network analysis what is, according to the best knowledge of the authors, the first attempt for event source evaluation.

The proposed model is quite general and can be easily modified to specific use-cases and domains. Experiments on real-world data crawled from Budapest event websites as well as Facebook pages show interesting results and promising future research directions.
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Abstract. This paper identifies typical patterns of user interfaces in software applications and try to conclude their origin based on association with phenomena of the surrounding world. First, four basic phenomena are chosen (Time, Gravity, Space and Similarity) and then related user interfaces are assigned under them. Each user interface is described, explained and put into the right usability context. Author believes that when we identify and understand these connections between phenomena and user interfaces, and follow the concept of inspiration from the outside world, we will be able to create more usable software which will serve people better. The user interface patterns research is just a part of author’s broader research in software ergonomics field.

1 Introduction

Software ergonomics is a domain of research which looks at software from the user’s point of view. Its main goal is to harmonize the communication between a man and machine. People play a dominant role in software, and software design considers people from its very first design. Software ergonomics covers all the parts in software which are related or dedicated to human being. Author’s PhD dissertation (currently in progress) splits the ergonomics into four parts: Speed, Psychology of Colors, Psychology of Shapes, and External and Environmental Influences.

This article is related to the Psychology of Shapes part. Identification and origin of user interfaces and their archetypes is also related to Psychology, Physics or Sociology. All the interfaces described should be considered as “soft systems”. Even the interfaces are just a reflection of the outside world and they are interpreted and used from human being perspective, their interpretation could be still subjective. Nevertheless, author tries to identify, categorize and describe these interfaces and link them with phenomena of the outside world to help to be used in the right context.

Current scientific research and publications look at software ergonomics vicariously or indirectly. For example, fragments of Psychology of Colors are mentioned in [1] and [2]. Human factors and Psychology of Shapes is partly described in [3]. Design patterns related to software are mentioned in [4] and [5]. There are also general guidelines for software developers [6], [7], [8]. However, neither all the described interfaces nor single components miss a connection to their origin and association with the outside world. This way, it’s hard to predict their behavior.

The author assumes the following:
1. Involving outside world phenomena, general user interface boundaries are set. Software user interfaces could be designed and developed inside these boundaries of the known world so its control and behavior will be more predictable.
2. User interfaces will be used in the right context.
3. Software will be consequently simpler for its users.

2 Phenomena

Based on observation of the surrounding world, four generally known phenomena have been chosen as a basis for user interface identification and classification.

2.1 Time

Time represents change, growth and perpetual moving, expresses a dependency of human being on surrounding environment, reflects interaction and links an action with a reaction. While perceiving time, we can refer basic time frames – past, present and future. On the mental timeline (how we perceive time in surrounding space), past is understood on the left and the future on the right [9].

User interfaces take time into account with horizontal layouts, unfolding information from left-to-right, and with determining components priority (on the right is the newest and so more important).

The following user interfaces have been categorized under Time phenomenon:

2.1.1 2-Column Horizontal Layout

The screen is split into 2 parts which are positioned next to each other. The left side displays older/less important data and the right side newest/more important data, or both sides show equally important data. This could be used for a comparison or for displaying duplicates.

Figure 1: 2-Column Horizontal Layout user interface
2.1.2 3-Column Horizontal Layout

This interface is an extension of 2-column Horizontal Layout and adds another layer of detail or granularity. Displaying is in the form of 3 columns horizontally positioned next to each other. The left side could display Past, the middle one Present, and the right side Future. The interface could also follow granularity principle where coarse-grained data is on the left, data in normal resolution in the middle and fine-grained data on the right.

![Figure 2: 3-Column Horizontal Layout user interface](image)

2.1.3 Menu on the Left

This interface is a special variant of the 2-Column Horizontal Layout. Application menu is positioned on the left. Therefore, the menu is the main control interface and could be used earlier than the middle (working) part of the application. For example, one needs to choose a file which he would like to work with.

![Figure 3: Menu on the Left user interface](image)

2.1.4 Menu on the Right

The application menu in this interface is just an additional (second class) component. Due to mental timeline perception, the right part of the screen is recognized later than the left one. Hence menu contains control elements which are used less frequently compared to Menu on the Left interface. For example, one works with a photography and they decide to apply a filter on the photography.

![Figure 4: Menu on the Right user interface](image)

2.2 Gravity

Perception of gravity as a law of nature and its influence on human being reflects user interfaces in top-to-bottom design. More important is on the top and less important on the bottom. We can understand gravity as a vertical timeline. Designing future is very difficult, maybe impossible here. In the vertical space, we can express future on the top but user interfaces are positioned just ahead of us which connotes present, not future. Therefore, it’s reasonable to reduce time-frames under this phenomenon only to past and present.

The following user-interface type has been identified under Gravity phenomenon:

2.2.1 List

This user interface is represented by a vertical list of items, typically sorted by their priority. The most important or newest item is on the top and less important or oldest is on the bottom. One item represents one encapsulated information or entity (a task, email, document etc.). In case of many items it’s advisable to split the list by a blank space or horizontal line into smaller groups (3-5 items in groups, for example).

![Figure 5: List user interface](image)

2.3 Space

Space phenomenon is derived from perception of the world by human being. Assume that one perceives space around him, realizes the boundaries (and so the size of the space), recognizes objects inside it and knows his position. Then we can say that space perception is dependent on the size of the space and, objects perception is related to the distance of each object from the others. Objects placed close to each other are recognized as a group and we think...
about them as the whole. If there are some groups and the object doesn’t belong to any of them, it’s independent and has an exclusivity. It differs from the others, grouped objects. This object has probably other, special attributes and so it is more important.

Space perception establishes relations among distance, size and importance in user interfaces. In general, when we strive for simpler interfaces we could have as few elements as possible. Each element occupies a part of user’s field of vision, demands an attention and increases a possibility of interactions among elements, or between an element and user.

These user interfaces have been categorized under Space phenomena:

### 2.3.1 Workbench

Workbench is a composite interface derived from phenomena Space and Similarity (see Similarity below). A typical representation of the interface is a maximized window where the middle part is dominant and used as the main working area. Displaying is not split into more parts and the focus is in the middle of the window. The middle is the safest area because it has the biggest distance from borders (objects in the middle can’t be lost because they can’t fall off the borders). The similarity with a real workbench is obvious but the interface has been classified under Space phenomena because its attributes are more about distance and size.

![Workbench interface](#)

**Figure 6: Workbench user interface**

### 2.3.2 Bigger is more important

Importance can be expressed by size. Bigger objects grab more attention because they occupy larger area of the user’s field of vision which is limited. We can express superiority with larger cover of the field of vision. This interface can be combined with Workbench interface to highlight control elements which are used more often than the others.

By increasing elements visibility, cognitive load and knowledge activation are both increased [10]. Therefore, bigger control elements are becoming more important.

Importance can be also expressed by colors. White and lighter objects seem to be bigger than they really are and dark-colored objects are smaller [1]. This way, if there are more objects with the same size, colors can highlight their importance. Colors perception is also a subject of social, religious or geographical context [2].

### 2.3.3 Group

A group of items contains elements with similar or unique features. Elements can be grouped by their attributes, importance or frequency of use. A group encapsulates its members from the others. The importance is redeemed by space around the group which can’t be used otherwise.

A group can be also split into subgroups. For example, in the List user interface we can optically shrink the number of elements by adding a space after every fifth element. The space makes the list lighter and the look will be simpler. One can recall and repeat about seven items from memory at once [11]. Hence the individual group size shouldn’t exceed this limit.

### 2.4 Similarity

Similarity phenomenon means an association of user interface and its components with objects and their attributes from the real world. The advantage is an existing mental association followed by identification of the component with a pattern from the outside world and prediction of its function without a need of learning. The association decreases entropy. The similarity is only an approximation based on conformity of attributes and expressions of the original object (shape, color, behavior) with the component. In most cases, these attributes can be captured by eyesight or hearing.

The principle of the phenomenon can be described as follows:

1. A user has a pre-existing association from the outside world based on previous knowledge.
2. The user sees a component in user interface for the first time (he hasn’t known it yet).
3. The user likens the new component with an object from outside world which is known already. A new association is created.
4. From now on, the component is recognized automatically.

![Similarity phenomenon principle](#)

**Figure 7: Similarity phenomenon principle**

Following this principle, this user interface has been categorized under Similarity phenomenon:

### 2.4.1 Tiles

Tiles user interface puts components into a grid. The name evokes similarity with tiles on a pavement. The grid acts orderly if there is the same spacing among components in horizontal or vertical direction.
3 Relationships among Phenomena

Relationships among phenomena *Time, Gravity, Space* and *Similarity* can be visualized as Figure 9. As it is evident, phenomena co-exist as well as their patterns in the real world. *Gravity* relates to *Time* and *Space*, and *Similarity* occurs in *Space*. Phenomena interact with each other. Therefore, when mapping user interfaces to phenomena, it’s possible to categorize one interface to more phenomena at once. Then, the interface is a composite type.

![Figure 8: Tiles user interface](image)

![Figure 9: Relationships among phenomena](image)

4 Conclusions

In summary, four basic phenomena with nine user interface types have been identified and described.

The purpose of this article is to show a connection between software and real world through user interfaces which are inspired by world's phenomena. People know described phenomena very well and understand their basic connections. If we apply this pre-learned experience to software user interfaces, we can shorten adaptation time on new software. Software control will be simpler and in the end, software would serve better.

The list of phenomena and user interfaces shouldn’t be considered as final. It's just an introduction and inspiration designed to be extended. Level of their abstraction can be adjusted anytime based on current needs and research.

However, when software creators learn how to create and improve user interfaces according to patterns of the real world, interfaces will be designed better because the borders have been already defined and are generally known.

As a continuing research goal, described phenomena needs to be tested in a real, production environment. A search for other phenomena will continue. When found, more existing interfaces will be categorized under phenomena. As a final goal, this research will help to build ergonomic software which will be user-friendly, straight to use and allows people to achieve their goals through natural user interfaces.
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Abstract. We would like to make all the web content usable in the same way as it is in 5 star Linked (Open) Data. We face several challenges. Either there are no LODs in the domain of interest or the data project is no longer maintained or even something is broken (links, SPARQL endpoint etc.).

We propose a dynamic logic extension of the semantic model. Data could bear also information about their creation process. We calculate this on several movie datasets.

In this work in progress we provide some preference learning experiments over extracted and integrated data.
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1 Introduction, Motivation, Recent Work

For our decisions we often need automated processing of integrated web data. Linked (open) data are one possibility to achieve this vision. Still, there are some challenges.

Production URLs are sometimes subjects of change ([A]). Data migrate, data project run out of contracted sustainability period and so on.

SPARQL endpoints are expensive for the server, and not always available for all datasets. Downloadable dumps are expensive for clients, and do not allow live querying on the Web ([V+]).

In some areas there are no corresponding Linked data projects available at all. Imagine e.g. a customer looking for a car. He or she would like to aggregate all web data. Our idea is to remember previous successful extractions in given domain and use this in the current situation. For evaluation of previous extractions can help also social networks. We have presented this idea first in [PLEDVF]. We concentrated on one specific purpose – extract object attributes and use of these data in recommender systems. In this research we have tried to contribute to increase the degree of automation of web content processing. We presented several methods for mining web information and assisted annotations.

1.1 Semantic Annotator for (X)HTML

A tool for assisted annotation is available in [F2]. Semantic Annotator allows both manual and assisted annotation of web pages directly in Google Chrome. It requires no complicated installation and is available on all platforms and devices where it is possible to install Google Chrome. Semantic annotation is available to all current users of the Internet not only to authors’ site. Browser extension Semantic Annotator began as a prototype implementation in the Thesis [F1].

Google Chrome extension Semantic Annotator is used for manual semantic annotation of Web sites. The goal of semantic annotation is to assign meaning to each part of the page. The significance of real-world objects and their properties and relationships are described in dictionaries – either self-created or imported. Then the annotation process consists of selecting parts of the site and the assignment of meaning from the dictionary.

Figure 1: Illustrative figure for Semantic annotator, more in [F1], [F2]

In Figure 1 we show an example of annotation of product pages in e-shop. The user selects a web page and product name from the dictionary describing products that assigns a name meaning "product name". Then on the same page the user selects a product price and gives it the meaning of "price". Because of similarity of pages and usage of templates, annotating few pages enables to train an annotator for the whole site. Consequently, search of annotated website is then much more accurate.

1.2 Semantic Annotations for Texts

In previous section we have described a tool for annotation of (X)HTML pages. These are useful for extraction of attributes of products on pages created by the
same template even if texts are a little bit different. Even if there are no templates, in a fixed domain like reports on traffic accidents, there are still repetitions.

A tool for annotation of text was developed in our group in PhD thesis [D1]. The tool is available under [D2]. It is built on GATE [BTMC], using UFAL dependency parsing [UFAL] and Inductive Logic Programming extension. It represents a tool for information extraction and consequent annotation.

In the thesis [D1] are presented four relatively separate topics. Each topic represents one particular aspect of the information extraction discipline. The first two topics are focused on new information extraction methods based on deep language parsing in combination with manually designed extraction rules. The second topic deals with a method for automated induction of extraction rules using inductive logic programming. The third topic of the thesis combines information extraction with rule based reasoning. The core extraction method was experimentally reimplemented using semantic web technologies, which allows saving the extraction rules in so called shareable extraction ontologies that are not dependent on the original extraction tool. See Fig.2. on traffic accident data.

The last topic of the thesis deals with document classification and fuzzy logic. The possibility of using information obtained by information extraction techniques to document classification is examined. For more see also [PLEDVF].

In this research proposal we concentrate on synergy effect of annotation and integration of data for user preference learning, and consequently for recommendation.

![Illustrative figure of an extraction pattern for dependency tree, more in [D1], [D2].](image)

It turns out that similarity and dynamic aspects of web data play a role here as well. We propose an appropriate dynamic logic model of web data dynamics and provide some experiments. We hope this can serve as preliminary experiments for a more extended research proposal.

## 2 Extraction Experiments

Our main goal is: Try to remember information about the context of data creation in order to enable repetition of extraction. In general we can remember algorithms, training data and metrics of success.

In this chapter we try to describe some extraction algorithms and process of data integration in movie domain. These data will be used in preference learning. By this we would like to illustrate our main goal.

### 2.1 Integration

We use Flix data (enriched Netflix competition data), RecSys 2014 challenge data [T] and RuleML Challenge data [K].

The datasets are quite different but they still have few things in common. Movies have their title and usually also the year of their production. Ratings are equipped by timestamp that allows us to order ratings from individual users chronologically.

One of problems was that different datasets use different MOVIEID’s, so the movies cannot be straightforwardly mapped across datasets. To achieve this goal we wanted to enhance every movie by the corresponding IMDb identifier.

We observed that the Twitter datasets use as their internal MOVIEID the numeric part of the IMDb identifier. So the movie “Midnight Cowboy” with Twitter MOVIEID = 64665 corresponds to the IMDb record with ID equal to ‘tt0064665’. Therefore, we construct the algorithm $\tau_1$: Twitter-MOVIEID $\rightarrow$ IMDbId

which simply concatenated prefix ‘tt’ with the MOVIEID left-padded by zeroes to seven positions. The successfulness of this algorithm is shown in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MovieLe ns</th>
<th>Flix</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

To be able to assign IMDb identifiers to movies from other datasets, we had to use the search capabilities of the IMDb database. We used an HTTP interface for searching movies according to their name. The request is send by HTTP request in form http://www.imdb.com/find?q=movie+title&s=tt.

The other versions of algorithm for assigning IMDb identifiers to movies can be in general formally described as

$\tau_1^{ii}$: $\text{TITLE} \times \text{YEAR} \rightarrow \text{TT}$

that is implemented by two independent steps $\tau_1^{ii}(\text{TITLE},\text{YEAR}) = \sigma_1(\eta_1(\text{TITLE}),\text{TITLE},\text{YEAR})$

where the algorithm $\eta_1$ transforms movie title to query string needed for IMDb search, while the $\sigma_1$ algorithm then looks for the correct record in returned table. The simplest implementation of algorithms can be denoted as follows:

$\eta_1$: $\text{TITLE} \rightarrow \text{TABLE}$

$\sigma_1$: $\text{TABLE} \times \text{TITLE} \times \text{YEAR} \rightarrow \text{TT}$

where $\eta_1$ algorithm concatenates all words of the title by the plus sign and $\sigma_1$ algorithm returns TT in case the resulting table contains exactly one record. The results of this combination of algorithm are shown in Table 2 (ratio of correct answers).
To illustrate different algorithms for same extraction task we describe another version. Here the algorithm is not learned, but it is hand crafted. One of reasons for relatively low effectiveness of \( \sigma_1(\eta_1()) \) algorithm was the sub-optimal query string used for IMDb search due to quite different naming conventions of movie titles in different datasets. To improve the results we enhanced the movie title transformation incrementally and produced its new versions. Every new version added new step of transformation of the movie title:

\[ \eta_2: \text{Convert all letters in movie title to lower case.} \]

\[ \eta_3: \text{If the movie title still contains text in brackets at its end, remove it. This text usually contained original name of movie in original language.} \]

\[ \eta_4: \text{Move word “the”, respectively “a”/ “an” from the end of the title to the beginning.} \]

\[ \eta_5: \text{Translate characters “_” , “,”, “?” and “,” to spaces.} \]

\[ \eta_6: \text{Translate “&” and “&&” in titles to word “and”} \]

For example, the \( \eta_7 \) transformation changes title “Official Story, The (La Historia Oficial) (1985)” to its canonical form “the official story”.

This version of transformation then constructs the IMDb query in form http://www.imdb.com/find?q=the+official+story&s=tt&… and then looks up the resulting table to find identifier “tt0089276”.

The results of this combination of algorithm were:

Table 3: The more complex version of IMDb search by title name

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MovieLens</th>
<th>Flix</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_3(\eta_7()) )</td>
<td>100.0%</td>
<td>73.6%</td>
<td>Not needed</td>
</tr>
</tbody>
</table>

In optimal case, the table returning from the IMDb search contains exactly one row with the requested record. For this situation the algorithm \( \sigma_3 \) behaves well and is able to retrieve the correct IMDb identifier. In many other cases the result contains more rows and the correct one or the best possible one has to be identified. For this purpose we constructed more versions of the \( \sigma_3 \) algorithm as well:

\[ \sigma_3: \text{The IMDb search provides more levels of tolerance in title matching. Try to use thee of them from the most exact one to the most general. If the matching record from requested year cannot be found using stricter search, the other search level is used.} \]

Currently, we have 13 081 out of all 17 770 Flix movies mapped onto the IMDb database. Even all 27 278 movies from the MovieLens set are mapped to the equivalent IMDb record. So the current results provided by the combination of most advanced versions of algorithms are:

Table 4: The most complex version of IMDb search by title name

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MovieLens</th>
<th>Flix</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_5(\eta_7()) )</td>
<td>100.0%</td>
<td>73.6%</td>
<td>Not needed</td>
</tr>
</tbody>
</table>

The diagram in the Figure 3 shows the number of movies in individual datasets and number of movies assigned to their corresponding IMDb record. Amount of movies associated to the IMDb record in different intersections after the integration is different. For example, the MovieLens dataset contains in total 27 278 movies. From these are 13 134 unique associated movies and also contain 3 759 associated movies common with the Flix dataset not existing in the Twitter dataset. The number of movies common for all three datasets is equal to 4 075. By summing of 3 759 and 4 075 we get the total number of 7 654 associated movies belonging to both MovieLens and Flix datasets, etc.

### 2.2 Extraction of attributes

For each movie registered in the IMDb database we then retrieved XML data from the URL address

http://www.omdbapi.com/?i=ttNNNNNNNN&plot=full&r=xml

and then from the XML data retrieve following movie attributes:
IMDb title (/root/movie/@title),
IMDb rating (/root/movie/@imdbRating),
IMDb rated (/root/movie/@rated),
IMDb awards (/root/movie/@awards),
IMDb metascore (/root/movie/@metascore),
IMDb year (/root/movie/@year),
IMDb country (/root/movie/@country),
IMDb language (/root/movie/@language),
IMDb genres (/root/movie/@genre),
IMDb director (/root/movie/@director),
IMDb actors (/root/movie/@actors)

The similar way the movies from datasets are mapped onto IMDb movies, we implemented the mapping technique described in [K] and assigned DbPedia\(^1\) identifiers and semantic data to IMDb movies.

The DbPedia identifier of movie is a string, for example "The Official Story" or "The Seventh Seal". This identifier can then be used to directly access the DbPedia graph database or retrieve data in an XML format through the URL address in form http://dbpedia.org/page/DbPediaIdentifier. From the data available on the DbPedia page can be directly or indirectly extracted movie attributes GENRE, GENRE1, ACTION, ADVENTURE, ANIMATION, CHILDRENS, COMEDY, CRIME, DOCUMENTARY, DRAMA, FANTASY, FILM NOIR, HORROR, MYSTERY, MUSICAL, ROMANCE, SCI FI, THRILLER, WAR, WESTERN or attributes CALIF, LA, NY, CAMERON, VISUAL, SEDIT, NOVELS, SMIX, SPIELBERG, MAKEUP, WILLIAMS and many others.

3 A Dynamic Logic Model for Web Annotation

For effective using of changing and/or increasing information we have to evolve tools (e.g. inductive methods) used for creation of specific web service (here recommendation of movies). Our goal is to extend the semantic web foundations to enable describing creation, dynamics and similarities on data. To describe the reliability of extraction algorithms we propose a "half-a-way" extension of dynamic logic.

Our reference for dynamic logic is the book of D. Harel, D. Kozen, J. Tiuryn [HKT]. Dynamic logic has two types of symbols: propositions/formulas $\varphi, \psi \in \Phi$ and programs $\alpha, \beta \in \Phi$. One can construct a program also from a formula by test $\varphi$? and formulas also by generalized modality operations $[\alpha]<\alpha>$. The expression $<\alpha>\varphi$ says that it is possible to execute $\alpha$ and halt in a state satisfying $\varphi$; the expression $[\alpha]\varphi$ says that whenever $\alpha$ halts, it does so in a state satisfying $\varphi$.

Main goal of dynamic logic is reasoning about programs, e.g. in program verification. In our case programs will be extractor/annotators and can be kept propositional, as for now we are not interested in procedural details of extractors. Formulas will be more expressible in order to be able to describe the context of extraction.

Using the example above, let $\varphi$ be the statement that a Twitter data entry has title “Midnight Cowboy” and MOVIEID = 64665; $\alpha$ be the algorithm concatenating prefix ‘tt’ with the MOVIEID left-padded by zeroes to seven positions; and $\psi$ says movie “Midnight Cowboy” corresponds to the IMDb record with ID equal to ‘tt0064665’.

The corresponding dynamic logic expression is

$$\forall x (\varphi(x) \rightarrow [\alpha]\psi(x))$$

saying that whenever $\alpha$ starts in a state satisfying $\varphi(m_1)$ then whenever $\alpha$ halts, it does so in a state satisfying $\psi(m_1)$ - see illustration in Fig.4.

Programs (extractors) remain propositional, states correspond to different representation of content on the web. On each of states the respective semantics is defined using appropriate query language.

Our logic has expressions of two sorts and each sort is, respectively can be typed: $\Phi$ - see illustration in Fig.4.

**Statement on web data:**

- can be either atomic, e.g. $\Phi_0^{RDF}$, $\Phi_0^{FO}\gamma$, $\Phi_0^{XML}$, $\Phi_0^{DOM}$, $\Phi_0^{RDB}$, $\Phi_0^{PoS}$, $\Phi_0^{DepTree}$; etc. or more complex, e.g. $\Phi^{RDF}$, $\Phi^{FOL}$, etc. With the corresponding data model and query language based semantics. All can be subject of uncertainty, probability extensions.

**Programs (propositional):** atomic $\Pi_0^0$ for subject extraction, $\Pi_0^0$ for property extraction or $\Pi_0^0$ for object value extraction in case of HTML, XHTML, or XML data; $\Pi_0^{ent}$ for named entity extraction in case of text data, etc. and more complex $\alpha^{RDF}, \beta^{XML}, \gamma^{DOM}$, etc. In this logic we do not prove any statements about program depending on their code, so program names point to code one would reuse.

Statements are typically accompanied by information about program creation like data mining tool, training data, metrics (e.g. precision, recall), etc. There is also a lot of reification describing the training and testing data and the metrics of learning. Our model is based on dynamic logic, calculates similarity of states and describes uncertain/stochastic character of our knowledge.

---

Hence we are able to express our extraction experience in statements like

$$\varphi \rightarrow [\alpha]x\psi$$

where $\varphi$ is a statement about data $D_1$ before extraction (preconditions), $\psi$ is a statement about data/knowledge $D_2$, $K_2$ after extraction (postconditions), $\alpha$ is the program used for extraction. Modality $[\alpha]x$ can be weighted, describing uncertainty aspects of learning.

Lot of additional reification about learning can be helpful.

The main idea of this paper is that if there are some data $D_1'$ similar to $D_1$ and $\varphi$ is true in some degree – e.g. because both resources were created using same template – then after using $\alpha$ we can conclude with high certainty/probability that the statement $\psi$ will be true on data $D_2'$ (knowledge $K_2'$).

For instance the formula

"MyData are similar to IRI3” $\rightarrow$ $[\sigma_3 \eta_{736}]$ “IMDBId is correct"

Experiments with extraction and integration of movie data can serve as an example of this. In the next chapter we would like illustrate how this influences recommendation.

4 Preference Learning Experiments

To show usability of extracted and annotated data, we provide experiments in area of recommender systems.

4.1 Data Preprocessing

We selected all Twitter users with ratings less or equal to 10, random 3000 MovieLens users and random 3000 Flix users.

For these, we split the RATING data by assigning last (according to time stamp) 5 records from each user as a test data, the remaining data was used as train data.

Based on train data, we calculated aggregated variables:

**Table 5: Computed variables for each movie**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>Number of ratings for a movie</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Average rating for a movie</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>(GLOBAL.AVERAGE<em>50 + MAVG</em>CNT) / (CNT+50)</td>
</tr>
</tbody>
</table>

**Table 6: Computed variables for each user**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_4$</td>
<td>The average over rated movies (user.rating-BAYESAVG)</td>
</tr>
</tbody>
</table>

**Table 7: Computed variables for each pair of user and movie**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_5$</td>
<td>GENREMATCH</td>
</tr>
<tr>
<td></td>
<td>Equality of the most frequent user’s genre and the movie’s genre</td>
</tr>
</tbody>
</table>

4.2 Results

Based on these attributes, we learned a linear model of RATING as a function of (CNT+BAYESAVG+MAVG+USERSHIFT+GENREMATCH).

Table 8 summarizes the train mean square error, test mean square error and for comparison the mean square error of the ‘zero’ model predicting always the overall average of training data. These are the uncertainty part of our dynamic logic.

**Table 8: Result summarization**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MRSS train</th>
<th>MRSS test</th>
<th>MTSS train</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flix</td>
<td>0.690</td>
<td>0.714</td>
<td>1.100</td>
</tr>
<tr>
<td>Twitter</td>
<td>1.420</td>
<td>1.660</td>
<td>2.890</td>
</tr>
<tr>
<td>MovieLens</td>
<td>0.607</td>
<td>0.633</td>
<td>1.070</td>
</tr>
</tbody>
</table>

We can see that in all datasets, the difference between train and test error is very small compared with the results of the zero model. This means the model is not overfitted.

Since the Twitter dataset uses scale 0 to 10 compared to the scale 0 to 5 for Flix and MovieLens, the error differences cannot be compared directly.

The models may be compared by the $R^2$ statistics, the amount of variance explained by the model

$$R^2 = 1 - \frac{\text{Sum}(R[i]^2)}{\text{Sum}((y[i]- y^*)^2)}$$

Here $R[i]$ is the $i$th residual, $y[i]$ is the rating of $i$th record, $y^*$ is average rating over all train records in dataset. Its range is from 0 (useless model) to 1 (perfect prediction).

In table 9 we can see significant differences between datasets, ranging from 0.506 for Twitter (best improvement) compared to 0.356 for MovieLens and 0.262 for Flix.

**Table 9: $R^2$ statistics**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flix</td>
<td>0.262</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.506</td>
</tr>
<tr>
<td>MovieLens</td>
<td>0.356</td>
</tr>
</tbody>
</table>
In Table 10 we show preliminary results on testing repeatability. We trained the model on the data set in the row and tested on the test data in column. No surprise that in each column the best result is on the diagonal.

Table 10: Repeatability tests

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Flix test</th>
<th>Twitter test</th>
<th>MovieLens test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flix train</td>
<td>0.714</td>
<td>1.731</td>
<td>0.635</td>
</tr>
<tr>
<td>Twitter train</td>
<td>0.723</td>
<td>1.658</td>
<td>0.639</td>
</tr>
<tr>
<td>MovieLens train</td>
<td>0.715</td>
<td>1.679</td>
<td><strong>0.633</strong></td>
</tr>
<tr>
<td>Zero model</td>
<td>1.100</td>
<td>2.890</td>
<td><strong>1.070</strong></td>
</tr>
</tbody>
</table>

As the zero model we use movie rating average MAVG. In this research proposal, we do not evaluate role of similarity, we just illustrate similarity of our datasets.

In Figure 5 we show MAVG function on a sample of movies (with IMDB ID#s). Table 11 show MAVG distances below diagonal. So far it is not clear to us which metrics to use to compute similarity – Euclidean or cosine? Further experiments are required as this can depend on domain.

Figure 5: Towards calculating similarity – which vectors, which metrics? Here MAVG.

Maybe the right idea to calculate similarity is content based. We illustrate this by Fig. 6 with behavior of statistics on genres. Table 11 show genre based distance in cells above diagonal.

Figure 6: Maybe genres play a role?

Table 11: Distance of datasets. Below diagonal by MAVG, above diagonal with Genres

<table>
<thead>
<tr>
<th></th>
<th>Flix</th>
<th>Twitter</th>
<th>MovieLens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flix</td>
<td>0.00</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.51</td>
<td>0.00</td>
<td><strong>0.06</strong></td>
</tr>
<tr>
<td>MovieLens</td>
<td><strong>0.42</strong></td>
<td>0.54</td>
<td>0.00</td>
</tr>
</tbody>
</table>

51 Proposal of Reusability Quality

Similarly, as in Linked data quality assessment, we can imagine similar assessment for reusability.

The main idea is, that this will be less sensitive to URL change, migration and “end-of-project-phenomenon”. One can imagine, that these information are published at https://sourceforge.net/ or similar service. What follows is a vision, we would like to discuss:

6 Reusability extraction describes the algorithm, training data, metrics and results.

7 Reusability extraction extends a 6 one by additional similarity measures and thresholds for successful reuse. A corresponding formula can look like

“Data ≈ 0.2 IRI3” \(=\) \([\sigma, \eta]_{0.654} “IMDBId is correct”

8 Reusability extraction describes a 7 one in a more extensive way with several different data examples and similarities. This can increase the chance that for a given domain you find solution which fits your data.

9 Reusability extraction assumes a 8 one in a server/cloud implementation. You do not have to solve problems that the extractor does not run in your environment properly.
Reusability extraction assumes a user friendly way, you just upload your data (or their URL) and the system finds solution and you can download result. It is also possible to imagine this enhanced with some social network interaction.

5.2 Conclusions

We have presented a research proposal for improving degree of automation of web information extraction and annotation. We propose a formal dynamic logic model for automated web annotation with similarity and reliability. We illustrated our approach by an initial prototype and experiments on recommendation on movie data (annotated and integrated).

5.3 Future work

The challenge is twofold:
- extend this to other domains
- provide deeper analysis of data mining and possible similarities

We can consider some more complex algorithms for preference learning, e.g., based on the spreading activation [GG].
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Abstract: EasyMiner (easyminer.eu) is an academic data mining project providing data mining of association rules, building of classification models based on association rules and outlier detection based on frequent pattern mining. It differs from other data mining systems by adapting the “web search” paradigm. It is web-based, providing both a REST API and a user interface, and puts emphasis on interactivity, simplicity of user interface and immediate response. This paper will give an overview of research related to the EasyMiner project.

1 Introduction

In this paper, we present the history of research and development of the EasyMiner project http://easyminer.eu. EasyMiner is an academic data mining project providing data mining of association rules, building of classification models based on association rules and outlier detection based on frequent pattern mining.

EasyMiner was to our knowledge the first interactive web-based data mining system that supported the complete machine learning process. While today there are several web-based machine learning systems on the market¹, owing to continuous development EasyMiner provides distinct user experience. While most existing machine learning systems offer versatile user interfaces, where the user has to in some way for each task compose a new machine learning workflow, in EasyMiner the user interface is crafted to provide the “web search” experience. The user visually constructs a query against the data, and the system responds with a set of interesting patterns (presented as rules) or a classifier (Figure 1).

Over the years of development, EasyMiner served as a testbed for a number of new technologies and research ideas. The purpose of this paper is to give a brief overview of this research.

This paper is organized as follows. Section 2 is focused on SEWEBAR-CMS, the predecessor of EasyMiner, used in research on the use of domain knowledge in data mining. Section 3 focuses on association rule discovery. Section 4 presents the adaptation of EasyMiner for learning business rules and Section 5 consequently for association rule classification. Section 6 presents the current focus on outlier detection. The architecture of the system is presented in Section 7. Since the beginnings, the research was accompanied with standardization efforts, which are presented in Section 8. The current development efforts focus also on distributed computation platforms – this is covered in Section 9. Section 10 provides an overview of the features that were at some point in time developed as well as of those that are supported by the current version of EasyMiner. Finally, the conclusions present a case for using EasyMiner as a component in new project requiring data mining functionality and refers the interested reader to other publications regarding comparison with other machine learning as a service (MLaaS) systems.

2 Handling of Domain Knowledge

EasyMiner evolved from the SEWEBAR (SEmantic-WEB Analytical Reports) project, which focused on semantically readable machine learning. In [9], we presented SEWEBAR-CMS as a set of extensions for the Joomla! content management system (CMS) that extends it with functionality required to serve as a communication platform between the data analyst, domain expert and the report user. The system later supported elicitation of domain knowledge from the analyst [12]. Association rules discovered from data with the LISp-Miner system (http://lispminer.vsej.fit.cvut.cz) were stored in a semantic form in the SEWEBAR-CMS system. The background knowledge was used to help answer user search queries, for example, to find rules that are contradicting existing domain knowledge [6]. Another novel element in the system was the use of ontology for representation of the data mining domain.

Related research focused on improving semantic capabilities of content management systems [3] and on designing ontologies and schemata for representation of background knowledge [8, 11].

3 Association Rule Discovery

In its first release, EasyMiner provided a web-based interface for the LISp-Miner system, which was used for association rule mining [23]. EasyMiner interacted with LISp-Miner using its LM-Connect component, which is a web application providing the functionality of LISp-Miner through REST API.

¹Such as BigML.com or Microsoft Azure.
Table 1: Features supported in EasyMiner 2.4. Year - when was the paper describing the feature published, API - feature available in the REST API, UI - feature available in the user interface.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Year</th>
<th>API</th>
<th>UI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Management System [9]</td>
<td>2009</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Semantic search over discovered rules [3]</td>
<td>2010</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Support for GUHA extension of PMML [10]</td>
<td>2010</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Query for related (confirming, contradicting) rules to the selected rule [6]</td>
<td>2011</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Editor of background knowledge [12]</td>
<td>2011</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LISp-Miner interface (disjunctions, negations, partial cedents, quantifiers, cuts, coefficients) [23]</td>
<td>2012</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Export of business rules to Drools [21]</td>
<td>2013</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Rule pruning with CBA [5]</td>
<td>2014</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Evaluation of quality of classification models [20]</td>
<td>2014</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Rule selection and editing for classification model building [20]</td>
<td>2014</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>R interface (arules package) [22]</td>
<td>2015</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Spark backend [25]</td>
<td>2016</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Discretization algorithms [25]</td>
<td>2016</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Support for the input RDF data format</td>
<td>2017</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Outlier detection [19]</td>
<td>2017</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

EasyMiner with LISp-Miner backend offered several unique features: 1. negation on attributes, 2. disjunction between attributes, 3. subpatterns allowing for scope logical connectives, 4. multiple interest measures (called quantifiers in GUHA), 5. mines directly on multivalued attributes, no need to create "items", 6. dynamic binning operators (called coefficients in GUHA), 7. PMML-based import and export, 8. grid support.

Since LM-Connect component is no longer developed and maintained, the integration of the current version of EasyMiner and LISp-Miner is thus currently not working.\(^2\)

The current version of EasyMiner primarily relies on the R arules package [2], which wraps a C implementation of the apriori association rule mining algorithm [1].

EasyMiner, which allows to export selected rules to Business Rules Management System (BRMS) Drools, transforming the output of association rule learning into the DRL format supported by Drools. We found that the main obstacles for a straightforward use of association rules as candidate business rules are the excessive number of rules discovered even on small datasets, and the fact that contradicting rules are generated. In [5] we propose that a potential solution to these problems is provided by the seminal association rule classification algorithm CBA [16]. In [20] we presented a software module for EasyMiner, which allows the domain expert to edit the discovered rules.

5 Association Rule Based Classification

In [5] we started to use the CBA algorithm for postprocessing association rule learning results into a classifier. In [22] we presented an extension for EasyMiner for building of classification models. A benchmark against standard symbolic classification algorithms on a news recommender task was presented in [7].
6 Outlier Detection

The most recent addition of new tasks supported by EasyMiner is frequent pattern-based anomaly (outlier) detection. The main idea of the approach is that if an instance contains more frequent patterns, it is unlikely to be an anomaly. The presence or absence of the frequent patterns is then used to assign the deviation level [4]. In [19] we present extension of EasyMiner REST API with our innovated outlier detection algorithm called Frequent Pattern Isolation (FPI)[15] that is inspired by an existing algorithm called Isolation Forests (IF) [17, 18]. Since PMML does not yet support outlier (anomaly) detection, in [14] we present our proposal for a new PMML outlier model. The goal of our work was to design modular solution that would support broader range of anomaly detection algorithms including our FPI method.

7 EasyMiner Architecture

During the development of EasyMiner system, its architecture was transformed to multiple reusable web services. A schema of the architecture is shown in Figure 2. All the services are fully documented in Swagger.

![Figure 2: Architecture of the system EasyMiner](image)

The central component (service) is **EasyMinerCenter**. This component integrates the functionality of other services and provides the main graphical web interface and REST API for end users. Internally, this component provides user account and task management, stores discovered association rules and works as authentication service for other components.

For storing and preparing data before mining, the system uses services EasyMiner-Data and EasyMiner-Preprocessing. **EasyMiner-Data** is a web service for management of data sources. It supports upload of data files in CSV and RDF and stores them into databases as the set of transactions. **EasyMiner-Preprocessing** service supports creation of datasets from data sources stored using EasyMiner-Data using user-defined preprocessing methods. The attributes for data mining are created from uploaded data fields using one of these preprocessing algorithms: each value-one bin, enumeration of intervals, enumeration of nominal values, equidistant intervals, equifrequent intervals, equisized intervals (by minimal support of every interval). The preprocessing algorithms as well as data storage are independent of the selected data mining algorithm. The implemented web services support hashing functionality to avoid potentially problems with special characters in attribute names and its values. The mining following services work on the “safe” datasets with hashed values.

The main data mining functionality is provided by the service **EasyMiner-Miner**. This web service provides association rule learning, pruning of discovered association rule sets and building of classification models and outlier detection. EasyMiner-Miner initializes execution of used R packages and another algorithms.

**EasyMiner-Scorer** is a web service for testing of classification models based on association rules.

8 Distributed Backend: Spark/Hadoop

As laid out in the previous section, EasyMiner is modular in terms of mining backends. In addition to the default mining backend provided by the arules and rCBA packages, EasyMiner supports an alternate one built on top of Apache Spark/Hadoop introduced in [25].

The Spark backend is suitable for larger datasets, which can benefit from parallel computation distributed over multiple machines. The Spark backend also uses FP-Growth frequent pattern mining algorithm instead of apriori. FP-Growth is generally considered as faster than apriori. However, for smaller datasets using apriori with the R backend is recommended as it provides faster response times, due to the ability of the implementation to provide intermediate results as the mining progresses.

9 Standardization Efforts (PMML)

Already the earliest research related to EasyMiner was linked to work on standardization efforts. While association rules were supported already in the early versions of PMML, the industry standard format for exchange of data mining models, the GUHA method that was initially used did not comply to this standard, since it produced rules containing number of constructs not supported by PMML. Since our research involved background knowledge elicited from domain experts, definition of data format supporting this type of knowledge was also required.

In [8] we proposed a topic map-based ontology for association rule learning, which was based on the GUHA method and in [11] an extension of this approach that dealt with domain knowledge. An extension of PMML for
GUHA-based models was presented in [10] and for handling of background knowledge [13]. Neither of these efforts was successful – the ISO Topic Maps standard waded in favour of the W3C RDF/OWL stack. The industry was not concerned with exchange of background knowledge at the time, and support of GUHA method, implemented essentially only by the LISP-Miner system, increased complexity of the models as opposed to the existing PMML association rule models. Our latest standardization effort is related to outlier detection [14] and targets PMML. This proposal is closes industry adoption as it was included into a roadmap for the next release of PMML.

10 Features in the EasyMiner Version 2.4

Table 1 presents an overview of the most salient features that were in some for published between 2009, when the first paper on EasyMiner’s predecessor SEWEBARCHCMS appeared, and 2017, when the current version of EasyMiner was released. As follows from the table, a number of features is not supported in the current release.

11 Using EasyMiner in Your Project

During the years of development, EasyMiner was extensively used by over thousand of students at the Faculty of Informatics and Statistics to complete their assignments in association rule learning. The software has also been used in several applied research projects. For example, within the linkedtv.eu project EasyMiner was used to analyze user preferences and within the openbudgets.eu project to analyze budgetary data.

The full project is based on composition of components and services with fully documented REST APIs. Most of the components and services are available under open source Apache License, Version 2.0. This is an important factor which differentiates EasyMiner from the commercial MLaaS offerings. For a more detailed comparison with other machine learning systems refer to [24].

In addition to the visual web-based interface, the project exposes a REST API. This API provides full functionality of EasyMiner, including also functions, which are not yet available in the GUI. It is possible to use this API to extend your own project by data mining functionality. It is suitable for building of mashup applications or data processing using script languages. An example of data mining using API is available at http://www.easyminer.eu/api-tutorial.

EasyMiner can also be extended with new algorithms - rule mining, outlier detection or scorer service. For this purpose, the integration component EasyMinerCenter provides documented interfaces in PHP.
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Abstract. In this paper, we present an overview of our work towards utilization of multimodal implicit feedback in recommender systems for small e-commerce enterprises. We focus on deeper understanding of implicit user feedback as a rich source of heterogeneous information. We present a model of implicit feedback for e-commerce, discuss important contextual features affecting its values and describe ways to utilize it in the process of user preference learning and recommendation. We also briefly report on our previous experiments within this scope and describe a publicly available dataset containing such multimodal implicit feedback.

1 Introduction
Recommender systems belong to the class of automated content-processing tools, aiming to provide users with unknown, surprising, yet relevant objects without the necessity of explicitly query for them. The core of recommender systems are machine learning algorithms applied on the matrix of user to object preferences. In large enterprises, user preference is primarily derived from explicit user rating (also referred as explicit feedback) and collaborative-filtering algorithms [11] usually outperforms other approaches [3].

In our research, however, we focus on small or medium-sized e-commerce enterprises. This domain introduce several specific problems and obstacles making the deployment of recommender systems more challenging. Let us briefly list the key challenges:

• High concurrency has a negative impact on user loyalty. Typical sessions are very short, users quickly leave to other vendors, if their early experience is not satisfactory enough. Only a fraction of users ever returns.
• For those single-time visitors, it is not sensible to provide any unnecessary information (e.g., ratings, reviews, registration details).
• Consumption rate is low, users often visit only a handful (0-5) of objects.

All the mentioned factors contribute to the data sparsity problem. Although the total number of users may be relatively large (hundreds or thousands per day), explicit feedback is very scarce. Also the volume of visited objects per user is limited and utilizing popularity-based approaches w.r.t. purchases is questionable at best. Furthermore the identification of unique user is quite challenging.

Despite these obstacles, the potential benefit of recommender systems is considerable, it can contribute towards better user experience, increase user loyalty and consumption and thus also improve vendor’s key success metrics.

Our work within this framework aims to bridge the data sparsity problem and the lack of relevant feedback by modelling, combining and utilizing novel/enhanced sources of information, foremost various implicit feedback features, i.e., features based on the observed user behavior.

Contrary to the explicit feedback, usage of implicit feedback [5], [17], [18], [28] requires no additional effort from the users. Monitoring implicit feedback in general varies from simple features like user visits or play counts to more sophisticated ones like scrolling or mouse movement tracking [12], [29]. Due to its effortlessness, data are obtained in much larger quantities for each user. On the other hand, data are inherently noisy, messy and harder to interpret [10]. Figure 1 depicts a simplified view of human-computer interaction on small e-commerce enterprises with accent on the implicit feedback provided by the user.

Our work lies a bit further from the mainstream of the implicit feedback research. To our best knowledge, the vast majority of researchers focus on interpreting single type of implicit feedback [6], proposing various latent factor models [10], [26], its adjustments [9], [19] or focusing on other aspects of recommendations using implicit feedback based datasets [2], [25]. Also papers using binary implicit feedback derived from explicit user rating are quite common [16], [19].

In contrast to the majority of research trends, we consider implicit feedback as multimodal and context-dependent. As our aim in this direction is a long-term one, we already published some of our findings [17], [18], [20], [22], [23]. In our aim towards improving recommender systems on small e-commerce enterprises, we focused on following aspects of implicit feedback:

• Cover the multimodality of implicit feedback.
• Propose relevant context of collected feedback.
• Derive models of negative preference based on implicit feedback.

Figure 1: Simplified state diagram of human-computer interaction in e-commerce: User enters the site via query or object’s detail. He/she can navigate through category or search result pages implicitly updating his/her query, or proceed to evaluate details of selected objects and eventually execute steps to buy them.
We reserve Section 2.1 to the description of multimodal implicit feedback, Section 2.2 to the contextualization of user feedback and Section 2.3 to the problem of learning negative preference. For each problem, we describe relevant state of the art, current challenges as well as our proposed methods and models. Finally, we remark on the evaluation of proposed methods in Section 3 and conclude in Section 4.

2 Materials and Methods

2.1 Multimodal Implicit Feedback

Despite the large volume of research based on a single implicit feedback feature, we consider implicit feedback to be inherently multimodal. Users utilize various I/O devices (mouse, keyboard) to interact with different webpage’s GUI controls, so there is an abundant amount of potentially interesting user actions. As the complexity of such environment is overwhelming, we imposed some restrictions:

- Limit to the feedback related directly to some specific object, i.e., collect the feedback only from the object’s detail page.
- Aggregate the same types of user actions on per session and per object basis.
- Focus only on user actions which can be numerically aggregated, i.e., the desired feedback features have numerical domain.

See Figure 2 for an example of feedback features derived from user actions. In the following experiments, we consider these implicit feedback features:

- Number of views of the page
- Dwell Time (i.e., the time spent on the object)
- Total distance travelled by the mouse cursor.
- Total mouse in motion time.
- Total scrolled distance.
- Scroll Time (i.e., the time spent by scrolling)
- Clicks count (i.e., the volume of mouse clicks)
- Purchase (i.e., binary information whether user bought this object).

Although multimodal implicit feedback is not a mainstream research topic, we were able to trace some research papers. One of the first paper mentioning implicit feedback was Claypool et al. [5], which compared three implicit preference indicators against explicit user ratings. More recently, Yang et al. [29] analyzed several types of user behavior on YouTube. Authors described both positive and negative implicit indicators of preference and proposed a linear model to combine them. Also Lai et al. [12] work on RSS feed recommender utilizing multiple reading-related user actions.

However, the lack of publicly available datasets containing multimodal implicit feedback significantly hinders advance of the area. Some work towards bridging this data gap was done quite recently in RecSys Challenges 2016 and 2017. Both challenges’ datasets focused on job recommendation and contained several types of positive and negative user feedback. Although the dataset was not made publicly available, some approaches proposed relevant methods to deal with multimodal implicit feedback, e.g., fixed weighting scheme [31], hierarchical model of features [15] or utilizing features separately [28]. Some authors also mention the probability of re-interaction with objects on some domains [4], [33].

2.1.1 Methods Utilizing Multimodal Feedback

Vast majority of the state-of-the-art approaches transforms multimodal implicit feedback into a single numeric output $\bar{r}$, which can be viewed as a proxy towards user rating. However, these methods mostly use some fixed model of implicit feedback (i.e., predefined weights or hierarchy of feedback features), or perform predictions based on each feedback feature separately [28].

In contrast to the other approaches, we aim on estimating $\bar{r}$ via machine learning methods applied on a purchase prediction task. Our approach is based on the fact that the only measurable implicit feedback with direct interpretation of preference is buying an object. Such events are however too scarce to be used as a sole user preference indicator. However, we can define a classification task to determine, based on the values of other feedback types, whether the object will be purchased by the user. The estimated rating $\hat{r}$ is defined as the probability of the purchased class.

We evaluated several machine learning methods, such as decision trees, random forests, boosting, lasso regression and linear regressions. We also evaluated approaches based on the more feedback the better heuristics, i.e., the higher value of particular feedback feature implies higher user preference. In order to make the domains of all feedback features comparable, we utilized either standardization of

---

1 Please note that the dataset used for the experiments contains also other feedback features such as number of page prints, followed links count, several non-numeric feedback features etc. These features seemed not relevant for the current task, however they may be utilized in the future.

2 [2016][2017].recsyschallenge.com
feedback values (denoted as *Heuristical with STD* in results), or used empirical cumulative distribution instead of raw feedback values (*Heuristical with CDF*). The estimated rating \( r \) is defined as the mean of STD or CDF values of all feedback features for the respective user and object. For more details on heuristical approaches please refer to [23], for more details on machine learning approaches please refer to [18].

### 2.2 Context of User Feedback

Although the user feedback may be processed directly, the perceived feedback values are significantly affected by the presentation of the page (i.e., device parameters) and also by the amount of contained information. Both the displaying device and the page’s complexity can be described by several numeric parameters, which we generally denote as the *presentation context*. See Figure 4 for some examples of relevant presentation context.

We can trace some notions of presentation context in the literature. Yi et al. [30], proposed to use dwell time as an indicator of user engagement. Authors discussed the usage of several contextual features, e.g., content type, device type or article length as a baseline dwell time estimators. Furthermore, Radlinski et al. [24] and Fang et al. [8] considered object position as a relevant context for clickstream events.

The *presentation context* differs significantly from more commonly used *user context* [1] in both its definition, methods for feature collection as well as ways to incorporate it into the recommending pipeline. While the nature of *user context* is rather restrictive [32], we interpret *presentation context* as a relevant context for machine learning process.

In our work, we considered following *presentation context* features:

- *Volumes of text, images and links* on the page.
- *Page dimensions* (width, height).
- *Browser’s visible area* dimensions (width, height).
- *Visible area ratio*.
- *Hand-held device* indicator.

We evaluated several approaches utilizing biases for feedback feature values based on the current presentation context. Such approaches, however, were not very successful and in particular often did not improve over the baselines without any context at all. On the other hand, we significantly improve over the baseline methods while using presentation context features as additional input of the machine learning methods described in Section 2.1.1.

### 2.3 Negative Implicit Feedback and Preferential Relations

One of the open problems in implicit feedback utilization is learning negative preference from implicit feedback. Several approaches were proposed for this task including uniform negative preference of all unvisited objects [10], considering low volume of feedback as negative preference [20] or defining special negative feedback feature [13], [29], [31].

We propose to utilize negative preference as relations among less and more preferred objects, i.e. to model a partial ordering \( o_1 <_p o_2 \). This model is based on the
work of Eckhardt et al. [7] proposing to consider user ratings (implicit feedback in our scenario) in the context of other objects available on the current page. Implicit preferential relations can be naturally obtained from implicit feedback collected on category pages, search results or similar pages. In such cases, user usually selects one (or more) objects out of the list of available objects for further inspection. By this behavior, user also implicitly provides negative feedback on the ignored choices and thus induce a preferential relation $\text{ignored} \leq_p \text{selected}$. However, we need to approach to such negative feedback with caution as some of the options might not be visible for the user at all, or only for a very short time. This is quite serious problem, because, in average, only 47% of the catalogue page content was visible in the browser window in our dataset. Thus, we also introduce intensity of the relation $\leq_p$ based on the visibility of the ignored object.

Figure 3 illustrates this.

We incorporate preferential relations into the recommendation pipeline by extending collected relations along the content-based similarity of both ignored and selected objects (decreasing level of similarity effectively decreases also the intensity of the relation). Afterwards, we apply re-ranking approach taking output of some baseline recommender and re-order the objects so that the relations with higher intensity holds. Re-ranking algorithm considers the relations according to the increasing intensity and corrects the ordering induced by the relation. Thus, more intense relations should be preferred in case of conflicts. Details of the re-ranking algorithm can be found in [22].

3 Evaluation

In this section, we would like to report on the experiments conducted to evaluate models and methods utilizing multimodal implicit feedback. However, let us first briefly describe the dataset and evaluation procedures.

### 3.1 Evaluation Procedure

The dataset of multimodal user feedback (including presentation context) was collected by observing real visitors of a mid-sized Czech travel agency. The dataset was collected by the IPTget tool [17] over the period of more than one year, contains over 560K records and is available for research purposes\(^3\). In addition to the feedback features, the dataset also contains several content-based attributes of objects and thus enables usage of content-based recommender systems as well.

In evaluation of the methods, we considered following tasks:

- **Purchase prediction** based on the other feedback available for particular user-object pair. This scenario provides preliminary results for the methods aiming to estimate user rating $\tilde{r}$.
- **Recommending purchased objects**. In this scenario, we employ leave-one-out cross-validation protocol on purchased objects (i.e., for each purchased object, all other feedback is used as a train set and we aim to recommend object, which was actually purchased by the user).
- **Recommending “future” user actions**. In this scenario, we use older user feedback (usually 2/3 of available feedback per user) as a train set. During the recommendation phase, we recommend top-k objects to each user, while the objects from the test set visited by the user should appear on top of the list.

In several of our previous works (see, e.g., [21] or the results of Matrix Factorization [11] in Table 3) we have shown that purely collaborative methods are not very suitable for small e-commerce enterprises due to the ongoing cold-start problem. Thus, we mostly focus on the content-based and hybrid recommending techniques. More specifically, we utilized Vector Space Model (VSM) [14].

<table>
<thead>
<tr>
<th>Method</th>
<th>Dwell Time</th>
<th>Multimodal Feedback</th>
<th>Feedback + Context</th>
<th>Feedback + aggregated BP</th>
<th>Feedback + individual BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristics with CDF</td>
<td>0.663</td>
<td>0.712</td>
<td>0.780</td>
<td>0.696</td>
<td>0.690</td>
</tr>
<tr>
<td>Heuristics with STD</td>
<td>0.747</td>
<td>0.703</td>
<td>0.856</td>
<td>0.695</td>
<td>0.704</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.747</td>
<td>0.789</td>
<td>0.917</td>
<td>0.804</td>
<td><strong>0.925</strong></td>
</tr>
<tr>
<td>J48 decision tree</td>
<td>0.663</td>
<td>0.722</td>
<td>0.908</td>
<td>0.839</td>
<td>0.876</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Binary Feedback</th>
<th>Dwell Time</th>
<th>Multimodal feedback</th>
<th>Feedback + Context</th>
<th>Feedback + aggregated BP</th>
<th>Feedback + individual BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristics with CDF</td>
<td>0.255</td>
<td>0.257</td>
<td>0.253</td>
<td>0.258</td>
<td>0.257</td>
<td></td>
</tr>
<tr>
<td>Heuristics with STD</td>
<td>0.208</td>
<td>0.174</td>
<td>0.196</td>
<td>0.161</td>
<td>0.158</td>
<td></td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.256</td>
<td>0.254</td>
<td>0.176</td>
<td>0.252</td>
<td>0.251</td>
<td></td>
</tr>
<tr>
<td>J48 decision tree</td>
<td>0.238</td>
<td>0.256</td>
<td><strong>0.273</strong></td>
<td>0.240</td>
<td>0.248</td>
<td></td>
</tr>
</tbody>
</table>

\(^3\)http://bit.ly/2tWrQg2
3.2 Results and Discussion

Results of several methods aiming to learn estimated rating $\hat{r}$ based on various feature sets are displayed in Table 1 (purchase prediction task) and Table 2 (recommending purchased objects task). As we can see in Table 1, multimodal feedback significantly improves purchase prediction capability across all methods. Usage of presentation context can further improve the results, if used as additional input feature (Feedback + Context). However, if the contextual features are used as baseline predictors, the results across all methods are inferior to the results of Feedback + Context with just one exception. In several cases, the results are worse than using multimodal feedback alone. This observation indicates that some more complex dependence exists between implicit feedback, presentation context and user preference. Although it seems that the examined machine learning methods can partially discover this relation, another option to try is to hand-pick only several relevant contextual scenarios instead of the global model applied so far. Results of recommendation task also revealed a potential problem of overfitting on the purchase prediction task. Linear regression, although it performed the best in purchase prediction scenario, did not improve over binary feedback baseline. On the other hand, we can conclude that if a suitable rating prediction is selected, multimodal implicit feedback together with presentation context can improve the list of recommended objects.

Re-ranking of objects as described in Table 3. Re-ranking based on preferential relations improved results of all evaluated recommending algorithms, although the improvement was rather modest in case of VSM. During evaluation, we observed that in case of VSM, only the relations with the highest intensity should be applied to improve the results. For matrix factorization approach, on the other hand, also relations with very low intensities should be incorporated. Another point is that the offline evaluation is naturally focused on mere learning past user behavior and both VSM and Popular SimCat are largely biased towards exploitation in exploration vs. exploitation problem [27]. Hence, there may be further benefits of using preferential relations in online scenarios.

4 Conclusions

In this paper, we describe our work in progress towards utilizing multimodal implicit feedback in small e-commerce enterprises. Specifically, we focused on three related tasks. Integrate multiple types of feedback collected on the detail of an object into an estimated user rating $\hat{r}$, incorporate presentation context into the previous model and utilize negative implicit feedback collected on category pages. We propose models and methods for each of the task and also provide evaluation w.r.t. top-k ranking.

Although the proposed methods statistically significantly improved over the baselines, the relative improvement is not too large, so our work is not finished yet. One of the important future tasks is to perform online evaluation as the offline evaluation was focused on the exploitation only. Further tasks are to propose context incorporation models specific for some context-feedback feature pairs, explore other possibilities to incorporate negative feedback and also to evaluate unified approach integrating all presented methods.

Acknowledgment

The work on this project was supported by Czech grant P46. Source codes and datasets for incorporation of presentation context can be obtained from http://bit.ly/2rJZzg3. source codes of preferential relations approach can be obtained from http://bit.ly/2svmni7 and raw dataset can be obtained from http://bit.ly/2rWtRg2.

References

Index

Bajer, L., 120, 136
Bayer, J., 65
Borovicka, T., 144
Brejova, B., 27, 48
Brunetto, R., 57
Buk, Z., 153
Cinkova, S., 5
Cizek, P., 65
Danel, M., 71
Faigl, J., 65
Grad-Gyenge, L., 210
Gursky, P., 23, 35
Hana, J., 1
Hercig, T., 176
Holehna, M., 93, 120, 129, 136, 144
Horvath, B., 218
Horvath, T., 218
Hourovova, B., 176
Hradil, J., 223
Ibrova, A., 153
Jelinek, T., 181
Kalina, J., 78
Kettnerova, V., 15
Kliegr, T., 235
Knoll, F., 86
Kopecky, M., 228
Kopp, M., 93
Kordik, P., 106
Kralt, P., 186
Krejzl, P., 176
Kuchař, J., 235
Kurková, V., 100
Lenc, L., 176, 186
Ligeza, A., 2
Linkova, M., 23
Lipovsky, M., 27
Lopatková, M., 15
Motl, J., 106
Mráz, F., 40
Navara, M., 112
Neruda, R., 159
Nikl, M., 93
Novák, M., 193
Okhrin, O., 3
Otto, F., 40
Pavel, R., 35
Peštová, B., 78
Perfilieva, I., 167
Peska, L., 240
Pitra, Z., 120, 136
Plátek, M., 40
Puchýř, J., 129
Rabatin, R., 48
Repický, J., 120, 136
Rosa, R., 201
Šabata, T., 144
Simko, V., 86
Šindelář, J., 112
Skrbek, M., 71
Soukup, L., 4
Steinberger, J., 176
Stepanovsky, M., 153
Trunda, O., 57
Veleminska, J., 153

246
INDEX

Vernerová, A., 5
Vidnerová, P., 159
Vinař, T., 27, 48
Vlašánek, P., 167
Vojíř, S., 235
Vojtas, P., 228
Vomlelova, M., 228
Zeman, V., 235